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Abstract

In Portugal there are about 33,000 deaf people of various degrees, including people suffering from congenital deafness. LGP is the sign language used by the deaf community in Portugal. It is executed mainly with hand movements, although facial and body expressions are also considered. In order to eliminate or reduce the communication barriers of deaf people, PE2LGP (From European Portuguese to Portuguese Sign Language) was built, which through a 3D character, translates, in real time, European Portuguese (in textual form).

In this thesis we improved and extended PE2LGP. Changes were made in terms of its architecture and two systems were developed in order to allow the introduction of new signs, without the need of having advanced knowledge in the animation area. In the first, allows to manually add signs to PE2LGP by interacting directly with the avatar through the mouse using an interface; in the second, signs are created with the help of Kinect One in order to automate the entire process of the first system, where the user's movements are converted into gestures.

PE2LGP was also exported to the game engine Unity, and the natural language component was converted into a REST API, breaking its dependency to Blender, which led to a more flexible system.

These systems were evaluated in order to understand if they could be used by people with different profiles, and also if the signs had quality enough to be understood by people that speak LGP. Both systems were easily used by the evaluators, but the produced signs were not totally understood by LGP users. Thus, many improvements are still needed before reaching a final product.

Keywords

Systems to Create Gestures, Portuguese Sign Language, Text Analysis, Animations, Unity
Resumo

Estima-se que em Portugal existam cerca de 33.000 surdos de vários tipos, incluindo as pessoas que sofrem de surdez congênita. A LGP é a língua gestual utilizada pela comunidade não ouvinte em Portugal e é executada através de movimentos com as mãos, tendo ainda em conta expressões corporais e faciais. No sentido de eliminar ou reduzir a barreira na comunicação destas pessoas, nasce o PE2LGP (do Português Europeu para a Língua Gestual Portuguesa), que através de um modelo 3D, traduz, em tempo real, Português Europeu em formato textual para LGP.

Nesta tese foi feita uma evolução do PE2LGP ao nível da arquitetura com o objectivo de agilizar o modo de introdução de novos gestos, sem que para isso sejam precisos conhecimentos avançados na área de animação. Assim, foram criados dois sistemas: um manual e outro automático. O primeiro permite ao utilizador criar novos gestos manipulando diretamente o modelo através de interações com o rato, usando para isso uma interface. O segundo tenta automatizar o processo de criação do primeiro, utilizando o sensor Kinect One, ou seja, a interação do utilizador com o modelo é majoritariamente feita através do sensor, onde os movimentos do utilizador são convertidos em gestos.

Além disso, o modelo e as respectivas animações do PE2LGP foram exportadas para o motor de jogo Unity, onde foi recriada e melhorada a interface, e a componente de língua natural foi convertida para uma REST API. Estas alterações permitiram quebrar a dependência que existia ao Blender.

A avaliação concentrou-se nos dois sistemas de criação de gestos, sendo que o principal objetivo foi perceber se eram acessíveis, para utilizadores com diferentes perfis, no que diz respeito à usabilidade e, posteriormente, perceber se os gestos teriam qualidade, em particular para a comunidade surda. Verificou-se que a usabilidade é adequada e que ambos os sistemas são importantes no contexto da LGP, contudo precisam de diversas melhorias para chegar a um produto final.

Palavras Chave

Sistemas para Criar de Gestos, Língua Gestual Portuguesa, Análise do Texto, Animações, Unity
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Introdução
Estima-se que em Portugal existam cerca de 33.000 surdos\(^1\) de vários tipos, incluindo as pessoas que sofrem de surdez congénita (à nascença).

A LGP é a língua gestual utilizada pela comunidade não ouvinte em Portugal e é executada através de movimentos com as mãos, tendo ainda em conta expressões corporais e faciais\(^2\). Ao contrário da escrita, a LGP e todas as línguas gestuais são desenvolvidas de forma espontânea e independente entre comunidades surdas por todo o mundo [McNeill and Duncan, 2005]. A LGP é uma língua relativamente recente, pois nasceu na primeira escola de surdos, em 1823, na Casa Pia de Lisboa\(^3\). No final dos anos 70 começou a investigação da LGP, sobretudo ao nível das descrições linguísticas\(^4\). No entanto, a informação existente acerca da LGP é limitada e, por vezes, inconsistente.

O sistema PE2LGP (Português Europeu para Língua Gestual Portuguesa) [Almeida, 2014], começou a ser desenvolvido em 2014 por Inês Almeida no âmbito da sua tese de Mestrado em Engenharia Informática e de Computadores. O PE2LGP, traduz, em tempo real, Português Europeu em formato textual para LGP, sendo que os gestos são realizados por uma personagem virtual em 3D, a Catarina. O sistema contém uma interface que permite a interação com o personagem. O projeto consistiu no desenvolvimento de duas componentes. A primeira relativa à produção animação para o personagem 3D que correspondem a gestos na LGP. A segunda diz respeito à criação de uma componente de análise e processamento do texto inserido pelo utilizador através da interface. Nesta tese foi feita uma evolução ao PE2LGP.

1.1 Problema e Motivação

O protótipo do trabalho de Inês Almeida contém uma pequena quantidade de gestos. Isto significa que produz poucas frases em LGP. Para agravar, a introdução de gestos, uma vez que envolve a criação de animações 3D, a primeira versão do PE2LGP requer conhecimentos avançados nas áreas de animação e, em especial, da ferramenta Blender. Além disso, o tempo de produção desta tarefa é também um problema, pois criar um único gesto no protótipo poderá atingir até várias horas de trabalho, dependente da complexidade. Deste modo, o objetivo desta tese é eliminar ou reduzir estas limitações.

1.2 Objetivos

O principal foco desta tese reside na criação de dois sistemas capazes de agilizar o modo de introduzir novos dados, sem que para isso sejam necessários conhecimentos avançados na área de modelação e animação 3D. Os sistemas são independentes e tentam produzir o mesmo resultado, porém de maneiras diferentes, mas que se podem complementar. Por um lado, temos um sistema manual, que fará uso apenas de uma interface para a produção de gestos. Por outro, temos um sistema

---

\(^{1}\)http://associacaoosurdosaltaestremadura.org/index.php?id=44
\(^{2}\)http://www.disabled-world.com/disability/types/hearing/communication/
\(^{3}\)http://www.apsurdos.org.pt/index.php%3Foption%3Dcom_content%26view%3Darticle%26id%3D41%26Itemid%3D8
\(^{4}\)ver nota 3
automático, que tenta explorar as capacidades do sensor Kinect e, assim, automatizar o processo na sua totalidade.

### 1.3 Contribuições

De uma maneira geral, as contribuições feitas no PE2LGP foram:

1. **Modificação da Arquitetura Atual:**
   (a) Exportação do Protótipo para o Unity.
   (b) Enriquecimento da Componente Linguística.

2. **Criação do Sistema de Animações Manual.**

3. **Criação do Sistema de Animações Automático.**

4. **Unificação dos Sistemas.**

5. **Avaliação dos Sistemas.**

### 1.4 Organização do Documento

O **Capítulo 2** apresenta o protótipo inicial do PE2LGP. O **Capítulo 3** faz referência a todos os trabalhos relacionados investigados, com ênfase na produção de avatares e no uso do sensor Kinect.

Os capítulos seguintes (Capítulo 4, Capítulo 5, Capítulo 6 e Capítulo 7) correspondem aos itens 1-4 da lista definida na seção anterior. No **Capítulo 4** apresenta-se a modificação da arquitetura do PE2LGP com destaque na introdução do motor de jogo Unity e na criação de uma **REST API** que serve como comunicação à componente linguística. Depois, no **Capítulo 5** e no **Capítulo 6** são apresentados ambos os sistemas de criação de animações: um manual e o outro automático. O **Capítulo 7** foca-se na unificação dos 3 sistemas resultantes dos 3 capítulos anteriores.

Por fim, e de modo a concluir o trabalho, no **Capítulo 8** são apresentados os métodos de avaliação e os respetivos resultados e, no **Capítulo 9**, são listadas as contribuições e são definidos os objetivos para o trabalho futuro.
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Este capítulo tem como objetivo apresentar o PE2LGP realizado por Inês Almeida em 2014 que está na base desta tese (detalhes sobre o protótipo original podem ser encontrados em [Almeida, 2014], [Almeida et al., 2015a] e [Almeida et al., 2015b]).

2.1 Visão Geral

O PE2LGP traduz, em tempo real, Português Europeu\(^1\) em formato textual para LGP, sendo os gestos realizados por um agente virtual, a Catarina (Figura 2.1 e Figura 2.2). O sistema contém uma interface (Figura 2.3), que permite a interação com um personagem 3D através de texto.

Este projeto divide-se em três componentes: a primeira é relativa ao tratamento de dados introduzidos através da interface (gloss-translate), a segunda refere-se à conexão entre o texto inserido pelo utilizador e as animações (lookup) e, por fim, a terceira componente diz respeito à animação do personagem 3D (animate) A Figura 2.4 representa a visão geral da arquitetura atual do protótipo. Em seguida segue uma descrição de cada componente.

---

\(^1\) Português Europeu é a designação dada à variedade lingüística da língua portuguesa falada em Portugal continental, nas regiões autônomas da Madeira e dos Açores, e pelos emigrantes portugueses espalhados pelo mundo, englobando os seus dialectos regionais, vocabulário, gramática e ortografia.
2.1.1 Gloss Translate

O protótipo segue uma abordagem gloss-based, quer isto dizer que as palavras são associadas ao seu significado através de um dicionário. Na gloss notation cada gesto é denotado com uma palavra (gloss) que melhor corresponde ao significado do gesto. Os glosses são calculados de acordo com as regras da gramática da LGP (que tem como base o trabalho de Amaral et al. [1994]), como por exemplo, a ordem SVO. Por exemplo, utilizando a ordem SVO, a sequência de gestos para a frase “qual é o teu nome” seria “teu nome qual”. Assim sendo, esta componente é responsável pelo cálculo dos glosses.

2.1.2 Lookup

O Lookup tem como objetivo obter uma sequência de identificadores de ações a partir de uma sequência de glosses, para que posteriormente possa ser possível fazer a conexão às animações. Um dos obstáculos enfrentados por esta componente é o fato de muitas palavras Portuguesas não terem um único significado em LGP. Uma palavra pode significar diferentes palavras na LGP dependendo do contexto da frase.

2.1.3 Animate

Esta componente recebe um conjunto de ações para serem compostas numa animação fluida, seguido de um conjunto de sugestões de como fazê-la. Por exemplo, o gloss pode ser fingerspelled ou então ter outro tratamento. O fingerspell é responsável por representar a palavra, letra a letra, sendo que, para cada um, existe uma animação correspondente. O outro tratamento diz respeito a animações criadas exclusivamente para determinadas palavras.

2.2 Implementação

Apresenta-se, nas seguintes sub-seções, a prova de conceito da arquitetura, descrevendo as escolhas e particularidades do sistema.

2.2.1 Blender

Para a animação e modelação do personagem 3D, foi escolhido o programa Blender\(^2\). Esta escolha deve-se ao fato de ser um projeto open-source, com uma vasta comunidade de artistas e desenvolvedores. Para além disso, contém uma API flexível que permite operar sobre toda a informação através de scripting.

2.2.2 Filosofia dos Addons

O uso do Blender obriga a outras escolhas, como a ferramenta de criação da interface para comunicação com o personagem 3D. O Blender contém uma forma de interação com toda a sua

\(^{2}\)https://www.blender.org/
informação usando para isso a API escrita na linguagem Python\(^3\) para scripts. Existe também uma interface para o mesmo objetivo, que pode ser customizável, onde se pode adicionar novos botões e painéis. A esta customização dá-se o nome de *addon*. No fundo, um *addon* é um conjunto de alterações na interface e portanto neste sentido foi criado um para a comunicação com o personagem 3D (Figura 2.3).

2.2.3 Processamento e Tradução da Língua Natural

O processamento da Língua Natural Portuguesa, como por exemplo, a ordem das palavras, é diferente da LGP. Por essa razão, são precisas algumas transformações de modo a que através da primeira possamos chegar à segunda. Para este efeito foi seguido um pipeline (Figura 2.5) que se foca sobretudo no processamento do texto, através de ferramentas da área de processamento da Língua Natural. Em seguida explicam-se algumas das componentes do pipeline, que recebe como entrada uma palavra ou frase introduzida pelo utilizador (*Text input*).

![Figura 2.5: Arquitetura Interna Relativa ao Processamento do Texto (Figura do Trabalho [Almeida, 2014]).](image)

- **Error Correcting + Normalization**: Procede à correção de erros ortográficos e à normalização do *input*, que pretende colocar o texto numa única forma, por exemplo, colocando tudo em letras minúsculas.
- **Tokenizer**: Separa o texto inserido através da tokenização das palavras e de pontuações. Por exemplo, a frase *"O João come a sopa"* depois de ter passado pela fase anterior, ficaria na seguinte forma:

  ```
  [ "o" , "joao" , "come" , "a" , "sopa"]
  ```

- **POS-Tagger**: São usados *taggers* (classificadores) baseados em n-gramas da NLTK\(^4\), começando com um *tagger* de bigramas e usando como classificação por omissão a categoria "nome", por ser a classe mais comum em Português. O corpus usado para treino dos taggers é o da floresta sintáctica [Afonso et al., 2002]. O exemplo anterior com a frase *"O João come a sopa"* ficaria:

  ```
  [ ( "o" , art ) , ( "joao" , prop ) , ( "come" , v-inf ) , ( "a" , art ) , ( "sopa" , n ) ]
  ```

\(^3\)https://www.python.org/
\(^4\)http://www.nltk.org/
• **Name Entity Extraction:** Identifica nomes que são entidades, de modo a poderem ser tratados de forma diferente. Esta identificação é feita através da consulta a um ficheiro de texto que contém um nome por linha de cada entidade. Esse ficheiro é construído manualmente. Por exemplo, dado como *input* “Pedro Passos Coelho”, o sistema não interpretaria “Coelho” como um animal, mas sim como um nome pertencente à sequência e, por essa razão, o gesto é diferente de “coelho” como animal.

• **Stemmer:** Analisa os sufixos e prefixos de uma palavra. Por exemplo, na palavra “coelhinha”, seria detetado o sufixo “inha”, que nos permite saber que é algo de pequenas dimensões e, através da terminação “a”, que tem o gênero feminino. Assim, se quisessemos traduzir a palavra “coelhinha” para LGP, esta resultaria em 3 palavras diferentes: “coelho”, “mulher” e “pequeno”, seguindo esta ordem na LGP e na animação.

• **Lexical Transfer:** Converte a lista de palavras anotadas para os seus respetivos *glosses* usando um dicionário. O funcionamento deste processo é feito através da referência à base de dados, utilizando para isso o seguinte formato de dados:

```
[ "GLOSS", [ "sopa"] ] e [ "FINGERSPELL", [ "j", "o", "a", "o"] ]
```

• **Structure Transfer:** Suporta reordenação de adjetivos e quantidades no final, afetando o nome. Por exemplo, o *input* “dois coelhos” resultaria em:

```
[ [ "GLOSS", [ "coelho"] ], [ "NUMERAL", [ "2"] ] ]
```

Além disso, o protótipo também suporta reordenação na sequência “nome-verbo-nome”, tentando assim converter frases na forma *SVO* usada na Língua Natural Portuguesa⁵, na estrutura mais comum, a *OSV* (até à data de 2014), usada na LGP.

**2.2.4 Lookup**

Este é o passo final que faz a ligação do texto processado ao personagem 3D, através de uma base de dados, de modo a fazer os gestos correspondentes. A base de dados consiste num conjunto de *glosses* e num conjunto de ações. As ações são identificadas por ID’s, que são depois mapeadas em animações no Blender. Cada palavra está associada a uma ou mais ações que, por sua vez, representam animações no personagem 3D, tal como se pode verificar através da Figura 2.6.

**Figura 2.6:** Correspondência da Base de Dados às Ações (Figura do Trabalho de Almeida [2014]).

---

⁵[http://www.portaldalinguaportuguesa.org/?action=terminology&act=view&id=1454](http://www.portaldalinguaportuguesa.org/?action=terminology&act=view&id=1454)
2.2.5 Personagem 3D

Depois de modelado, a configuração do personagem consiste no Rigging e do Skinning. A melhor maneira de animar um objeto complexo é através de Armatures. Estas atuam como um esqueleto, ou seja, é possível mover os ossos desse esqueleto formando a animação do personagem. O processo de construção de uma Armature é chamado Rigging. Basicamente são os ossos de um modelo 3D, sendo o Skinning o processo de associar a Armature ao modelo.

2.2.6 Animações

Todas as animações foram feitas keyframe a keyframe. Existe ainda uma animação comum a todas as outras, a “pose mode” (Figura 2.3). Cada animação começa e acaba na “pose mode”. É importante salientar que existem apenas 2 tipos de animações para cada palavra. Isto significa que, ou a palavra introduzida tem uma animação específica ou então esta é processada através do fingerspell. Para exemplificar, dado como input “coelho” como um animal, o gesto será apenas um, mas se considerarmos como uma entidade, será representado pelo conjunto das animações dos caracteres “c”, “o”, “e”, “l”, “h” e “o”.

2.3 Avaliação

Foram consultados membros da comunidade de surdos e de 2 associações, entre eles intérpretes e surdos. Ambas as associações pareceram céticas em relação à possibilidade de se conseguir traduções precisas ou animar um vocabulário suficiente para um produto final. Ainda assim gostaram da ideia, mesmo que o sistema fosse limitado e só funcionasse para palavras soltas. A interface provou ser utilizável, mas não é robusta o suficiente, devido ao fato de, por vezes, se saltar para menus que não fazem parte da interface de comunicação com o personagem. Por essa razão na maioria das vezes não conseguiam voltar atrás. O personagem 3D fazia um gesto e era pedido para identificarem esse gesto. Todos responderam corretamente e a qualidade na tradução mereceu um feedback positivo. No entanto, todos mencionaram a falta de expressões faciais.

---

8Uma keyframe em animação e produção cinematográfica é um desenho que define os pontos de início e fim de qualquer transição entre imagens
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Neste capítulo apresenta-se a investigação relativa ao trabalho relacionado. Em primeiro lugar, são apresentados avatares utilizados no âmbito da língua gestual de vários países, com particular foco no Brasil. Depois, apresento mecanismos para manipular e criar avatares a partir do sensor Kinect. Em seguida, é feita uma análise aos mecanismos do rastreamento das mãos, utilizando o Kinect e o Leap Motion. Por fim, são descritos recursos para manipular e processar texto em língua natural, muitos deles já utilizados no PE2LGP.

3.1 Uso de Avatares para Língua Gestual

Os avatares, no contexto digital, são personagens virtuais que têm como objetivo executar tarefas realizadas por humanos. São cada vez mais utilizados em diversas áreas: publicidade, redes sociais, cinema, língua gestual, entre outras. Assim, no que diz respeito à língua gestual, os avatares são úteis porque parte das pessoas portadoras de deficiência auditiva têm problemas significativos na leitura e, portanto, o conteúdo de, por exemplo, páginas web não está totalmente acessível [Kipp et al., 2011]. Uma alternativa aos avatares poderia ser o uso de vídeos gravados. Porém, estes são estáticos e não podem ser utilizados em cenários dinâmicos, assim como é a Internet.

Em seguida, identifico os principais avatares de diferentes países.

3.1.1 Avatares na Língua Gestual Portuguesa

O trabalho criado por José Bento em 2014 intitulado “Avatares em Língua Gestual Portuguesa” [Bento et al., 2014], teve como principal objetivo criar um intérprete virtual para expressar Língua Gestual Portuguesa. Pretendia-se interagir com o intérprete virtual através de uma plataforma Web que permite dar a conhecer os mais diversos gestos básicos da Língua Gestual Portuguesa utilizados no dia-a-dia, como por exemplo, o nome das cores, frutas e outros.

A captura do movimento (facial, corporal e ao nível das mãos, mais propriamente ao nível dos dedos) foi feita através da primeira versão do Kinect. Posteriormente, algumas falhas na captura, nomeadamente ao nível do detalhe dos dedos foram reparadas recorrendo a diferentes ferramentas e algoritmos.

Foram criados 35 gestos através de um método híbrido que utiliza duas fases: uma automática
e outra manual. Numa primeira fase, é feita a captura de movimentos do corpo. Na segunda fase é feita uma animação manual para descrever o movimento da mão e ambos criam uma animação que corresponde a um gesto. Os 35 gestos criados incluem pronomes, substantivos, verbos entre outros. A partir desses gestos é possível formar diversas frases, através da regra OSV.

3.1.1.A Ferramentas de Modelação e Animação 3D

Para a modelação do personagem 3D foi utilizado o programa Autodesk 3DS MAX e para as animações, o Autodesk Motionbuilder¹. O Motionbuilder é um software de animação usado para animar modelos 3D, ou seja, depois de criado o esqueleto do personagem no 3DS MAX, este foi depois animado no Motionbuilder. Por fim, foi usado o Brekel Kinect Pro Body², que é uma aplicação exclusiva para o sistema operativo Windows, que em conjunto com o dispositivo Kinect, permite aos animadores 3D fazerem uma captura do corpo e depois manipular todos os dados capturados.

3.1.1.B Tipos de Animações

Foram utilizados dois tipos de animações. O primeiro, usando apenas o Motionbuilder que consiste na criação manual das animações, ou seja, o processo é feito todo pelo animador, passo a passo. O segundo é assistido, utilizando o Brekel Kinect Pro Body num processo de produção mais complexo, isto é, não basta capturar os dados através do programa e utilizá-los diretamente no intérprete virtual, é preciso passar pelos seguintes passos:

1. Captura do movimento.
2. Ligação dos dados do Kinect ao Avatar.
3. Tratamento de dados (Data Cleaning).

Os primeiros 2 passos são feitos através do Brekel Kinect Pro Body, onde são produzidos ficheiros em BVH. Estes consistem num formato de dados próprio, para captura de movimento, onde é armazenada informação hierárquica do movimento. Basicamente contêm uma representação nas coordenadas \(x, y, z\) de cada articulação, incluindo a rotação e translacção. Quanto à etapa do Data Cleaning, esta consiste em determinar a posição correta de cada articulação no conjunto de instantes de captura (corrigir posições que possam estar erradas). Além disso, é necessário corrigir posições que ficam erradas ao passar para o intérprete virtual (devido à fisionomia do esqueleto não ser totalmente igual à do avatar e depender da pessoa a quem se captura o movimento). A ligação do Brekel Kinect Pro Body ao Autodesk Motionbuilder é feita carregando o ficheiro com a extensão .BVH gerado que atua automaticamente no intérprete virtual. Foi necessário algum trabalho extra para conseguir detetar as mãos, sobretudo ao nível do detalhe dos dedos, isto porque a primeira versão do Kinect não tem captura ao nível da posição dos dedos. Assim sendo, utilizando o Kinect, foram aplicados dois algoritmos com as seguintes propriedades:

¹https://www.google.pt/search?hl=pt&q=motionbuilder
²http://brekel.com/brekel-kinect-pro-body/
1. Assume que as mãos são as extremidades mais próximas do sensor.

2. Desenha elipses à volta da articulação de cada mão.

Para complementar estes dois algoritmos foi utilizada a framework de processamento de imagem e Inteligência Artificial, a AForge.NET\(^3\). Além disso, são usadas várias técnicas de modo a capturar o contorno dos dedos. Uma dessas técnicas chama-se finger tracking semiautomático, ou seja, o processo de detecção envolve o utilizador para marcar as posições das articulações dos dedos.

### 3.1.1.C Captura da Expressão Facial

A expressão facial foi capturada de forma semelhante à postura corporal, utilizando um software da mesma entidade, chamado Brekel Kinect Pro Face\(^4\). Este programa consiste exatamente no mesmo que o Brekel Pro Body mas este dedica-se à captura facial. Além do Brekel Pro Face, foi usado o FaceShift Studio\(^5\), que é um software de captura de movimentos faciais, que analisa o movimento de um ator e descreve-o como uma mistura de várias expressões básicas, incluindo a orientação da cabeça e a direção dos olhos. Esta descrição gerada pelo software é depois utilizada para animar personagens virtuais, como é o caso. Segundo a análise do autor, as expressões faciais não são muito importantes face às palavras soltas, mas em relação às frases fazem toda a diferença [Bento et al., 2014]. As expressões faciais foram integradas nos pronomes interrogativos, expressões de surpresa entre outros.

### 3.1.2 Avatares na Língua Gestual Brasileira

Em seguida serão apresentadas 3 entidades que desenvolvem avatares para a Língua Gestual Brasileira (Libras) no Brasil: HandTalk, ProDeaf e BRAVA.

#### 3.1.2.A HandTalk

A HandTalk\(^6\) é uma startup brasileira que consiste numa plataforma de tradução de Português para Libras utilizando um personagem 3D, denominado “Hugo”. A HandTalk tem uma base semelhante ao PE2LGP, com a particularidade de traduzir Português do Brasil para a Língua de Sinais Brasileira (Libras) em vez de traduzir Português Europeu para Língua Gestual Portuguesa. O personagem 3D e as respetivas animações foram criadas no Blender.

Neste momento a HandTalk tem como foco ajudar a traduzir o mundo Web e móvel para os mais incapacitados auditivamente\(^7\), ou seja, o personagem consegue integrar-se em dispositivos móveis (Figura 3.3) e no mundo Web (Figura 3.4), sendo que neste último traduz todo o conteúdo das páginas em que está integrado.

Em 2012 foi eleita como a empresa mais inovadora do Brasil e em 2013 como a melhor aplicação social do mundo, no WSA-mobile, evento organizado pela Organização das Nações Unidas (ONU).

---

\(^{3}\)http://www.aforgenet.com/

\(^{4}\)http://brekel.com/brekel-kinect-pro-face/

\(^{5}\)http://www.faceshift.com/

\(^{6}\)http://projetodraft.com/hand-talk-a-startup-de-alagoas-que-esta-ajudando-os-surdos-brasileiros-se-comunicarem-com-o-mundo/
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3.1.2.B ProDeaf

A ProDeaf\(^9\), criada na Universidade Federal de Pernambuco é, tal como a HandTalk, uma startup Brasileira vocacionada no uso de avatares como meio de comunicação. É possível traduzir texto e voz de Português do Brasil para Libras, em que um personagem executa os gestos correspondentes (Figura 3.5). No entanto, a ProDeaf diferencia-se da HandTalk pelo uso da modalidade Crowdsourcing. Quer isto dizer, que qualquer pessoa poderá contribuir para o ProDeaf com novos dados através da plataforma disponível online\(^{10}\) (Figura 3.6). A plataforma dispõe ainda de uma série de opções que permitem criar um gesto, que vão desde a seleção da expressão facial, à posição e orientação de postura corporal, entre outros. A combinação de todas estas opções dão origem a uma animação correspondente a um gesto para uma palavra.


Neste momento, a ProDeaf em parceria com a Microsoft, está focada em aplicar a tradução entre várias línguas, como, por exemplo, de Libras (Brasil) para ASL (American Sign Language ou Língua Gestual Americana)\(^{11}\).

\(^9\)http://www.prodeaf.net/
\(^{10}\)http://web.prodeaf.net/
\(^{11}\)https://www.youtube.com/watch?v=Pb_zh7Hfb54
3.1.2.C BRAVA

A BRAVA é uma empresa de Tecnologia de Informação e Comunicação que desenvolve projetos inovadores de pesquisa que visam proporcionar autonomia a pessoas e dispositivos. Neste contexto surge o avatar da Figura 3.7 que, tal como os anteriores, traduz texto em Português do Brasil para Libras. No entanto, a inovação aqui é o processo de criação, que é feito através de Motion Capture (Captura de Movimentos) (Figura 3.8) em conjunto com um par luvas que contém 12 sensores que permitem capturar com precisão as mãos, bem como os todos os dedos.

O Motion Capture é o processo de gravar um evento de um movimento tem tempo real e traduzi-lo em termos matemáticos de modo a obter uma representação 3D do seu desempenho [Menache, 2000]. Por outras palavras, qualquer movimento realizado por uma pessoa é gravado e utilizado para animar avatares. Estas ações, podem, como é o caso, ser capturadas com o auxílio de diversos sensores localizados numa roupa especial usada pelo ator que realiza os movimentos. Desta forma, consegue-se capturar todos os detalhes da pessoa a moverm-se e reproduzí-los, em tempo real, no avatar.

3.1.3 Avatares noutras Línguas Gestuais

O trabalho intitulado “A prototype Malayalam to Sign Language Automatic Translator” [Joy and Balakrishnan, 2014], apresenta um sistema que recebe texto em Malásio como entrada e gera a língua gestual correspondente utilizando um avatar para a reprodução dos gestos. As animações foram criadas através de um software gratuito do sistema Debian GNU Linux. O utilizador pode interagir com o personagem através de uma caixa de texto. A maioria dos gestos utilizados foram adoptados pela Língua Gestual Indiana. O sistema também pode ser usado como ferramenta de aprendizagem da Língua Gestual Kerala, uma vez que existe uma falta de estandardização da Língua Gestual Malaia. As fases que incorporam o pipeline que processa o texto são semelhantes às utilizadas no PE2LGP [Almeida, 2014] (Input text, Pos Tagger, Optimizer, Stemming, Animation). Existe uma componente de processamento do texto, dividida em várias tarefas, e outra componente responsável pela animação. Na primeira componente é importante referir que segue a regra SOV,

12Querala ou Kerala é um dos 28 estados da Índia.
usada na Língua Gestual Indiana. Este sistema pode ser estendido para converter páginas Web.

A MocapLab\textsuperscript{13} é uma empresa Francesa que é 100 porcento especializada em \textit{Motion Capture} que, além de vender um conjunto de serviços usando esta metodologia, faz investigação e cria nesta área.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig39.png}
\caption{Avatar do Projeto Sign 360.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig310.png}
\caption{Avatar da MocapLab.}
\end{figure}

Um dos projetos é o Sign 360\textsuperscript{14} que consiste numa aplicação (Figura 3.9) para aprender LSF (Língua Gestual Francesa). Porém, o projeto não se fica por aqui, o objectivo é expandir a língua gestual a vários países: ASL (American Sign Language), BSL (British Sign Language), NZSL (New Zealand Sign Language), entre outros. Este projeto destaca-se dos outros por utilizar \textit{Motion Capture} e assim criar avatares com uma qualidade de excelência\textsuperscript{15} (Figura 3.10).

Existem ainda outros trabalhos noutras línguas que seguem o mesmo conceito: o projeto ATLAS [Barberis et al., 2011] que consiste num sistema de tradução automática de Italiano para Língua Gestual Italiana, o trabalho de Jemni et al. [2013] que traduz Árabe para Língua Gestual Árabe ou o trabalho de Ittisam and Toadithep [2010] que consiste num editor de animações que representam gestos em Língua Gestual Tailandesa.

\subsection*{3.1.4 Relação com o PE2LGP}

Estes trabalhos foram úteis para o PE2LGP uma vez que foi possível verificar quais são as tendências e os mecanismos utilizados atualmente. Por exemplo, o sistema 2 apresentado no Capítulo 5, foi influenciado pela plataforma \textit{crowdsourcing} de criação de gestos da ProDeaf. Além disso, tanto na HandTalk, como na ProDeaf, utilizam o motor de jogo Unity, o que ajudou à escolha. Já o trabalho de Bento et al. [2014] permitiu-me saber quais foram as ferramentas utilizadas no âmbito do \textit{tracking} utilizando o sensor Kinect.

\subsection*{3.2 Desafios na Criação de Avatares para Língua Gestual}

Independentemente da língua, existem vários desafios na criação dos avatares [Ossada, 2015] [Kipp et al., 2011], dois quais destaco dois: a criação de animações que aproximem o mais possível

\textsuperscript{13}http://www.mocaplab.com/
\textsuperscript{14}http://www.mocaplab.com/projects/sign-360-2/
\textsuperscript{15}https://www.youtube.com/watch?v=0RMnZnokow
os movimentos do avatar aos de um humano e o garantir a compreensão dessas animações pela parte dos portadores de deficiência auditiva. O mais complicado de ultrapassar é o segundo desafio, uma vez que a língua gestual não tem um sistema universal de escrita, nem é coerente entre países, nem mesmo em diferentes regiões do mesmo país. Para complicar, existem poucos estudos sobre a língua gestual, em particular a LGP, e o modo como esta é executada. Além disso, a língua gestual é uma linguagem multimodal onde as mãos, os braços, a cara e o corpo podem ter as mais variadas formas e devem ser sincronizados de acordo com o contexto do gesto. Desta forma, a qualidade de produção de gestos de um avatar varia entre 58-62 porcento, tal como concluiu o trabalho de Kipp et al. [2011].

Quanto ao primeiro desafio, ou seja, tentar com que os movimentos de um avatar se aproximem aos de um humano, com a utilização de Motion Capture, é possível obter uma captura bastante precisa até mesmo ao nível das mãos e dos dedos. Porém, o custo de alguns equipamentos é elevado.

3.3 Criação e Manipulação de Objetos Usando o Kinect

Nesta seção apresentam-se projetos que fazem uso do Kinect sobretudo em duas vertentes: a criação e a manipulação. Ambas fazem uso da técnica Motion Capture utilizada em diversas áreas tais como: na Medicina [Liu et al., 2014, Das et al., 2011, Gong et al., 2015], na Robótica [Choi et al., 2013, Özgür et al., 2014], nos Transportes [Palacio and Arévalo, 2014], na Educação [Leite and Orvalho, 2013, Bruciati and Rossignol, 2015, Adell and Castañeda Quintero, 2012], e na Realidade Aumentada [Chan et al., 2011] com ênfase nos jogos [Rincon et al., 2016], entre outras. Esta é uma área em que a investigação não tem parado, sobretudo nos últimos anos com o aparecimento dos sensores de profundidade de baixo custo [Herda et al., 2001, Wu et al., 2009, Zhang and Guo, 2013]. O lançamento da segunda versão do Kinect em 2014 contribuiu para este crescimento, isto porque as atualizações do novo equipamento, quer a nível de software, quer a nível de hardware, por omissão, já fazem um tracking do corpo humano razoável em relação às versões anteriores.

No contexto da criação de avatares, o mais comum é utilizar o sensor para fazer a reconstrução de objetos ou de pessoas, criando assim um modelo digital. Projetos deste tipo podem utilizar múltiplos sensores como é o caso do [Tong et al., 2012]. Seguindo a mesma vertente da reconstrução, existem programas que tentam fazê-lo, recorrendo, não só ao Kinect como também a outros sensores, como o KSCAN3D16 e o SKANECD17.

Quanto à manipulação de avatares usando Motion Capture, temos o trabalho de Bholsithi et al. [2014] que pretende controlar avatares a partir do movimento capturado através do Kinect. Para isso, utilizam as bibliotecas de Inteligência Artificial Open NI com o middleware NITE Primesense18. Na medicina, o trabalho de Gong et al. [2015], pretende criar um avatar que represente um terapeuta físico, para assim guiar o processo de reabilitação dos pacientes, uma vez que não é necessária a

16http://www.kscan3d.com/
17http://skanect.occipital.com/
18http://structure.io/openni
presença física. O projeto de Costa et al. [2014] consiste em reconstruir partes do corpo humano, nomeadamente o peito do corpo humano feminino, para assim ajudar no planeamento das cirurgias.

### 3.3.1 Softwares

Brekel Kinect\(^\text{19}\) é uma aplicação que usa o sensor Kinect para permitir a captura de objetos tridimensionais e exportá-los de modo a serem usados em ambientes 3D. Também permite o rastreio do esqueleto para modelação e captura do movimento. É uma aplicação gratuita para uso comercial e privado.

Faceshift Studio\(^\text{20}\) é um software que utiliza a técnica Motion Capture com ênfase nas expressões faciais. O software analisa os movimentos faciais do ator e descreve-os como uma mistura de expressões básicas, bem como a orientação da cabeça e a direção dos olhos. Essa descrição é depois utilizada para animar avatares em situações onde a expressão facial é um requisito, como por exemplo na produção cinematográfica, nos jogos e na língua gestual.

O trabalho de Lugrin et al. [2016] combina vários softwares com o objetivo de produzir avatares. Para o body tracking usam o Brekel Kinect e para as expressões faciais usam o Faceshift Studio.

### 3.3.2 Relação com o PE2LGP

O principal objetivo desta investigação foi perceber quais as capacidades, as limitações e as tendências da utilização do sensor Kinect. Como por exemplo, o software Brekel Kinect, que permitiu saber que é possível, não só fazer um tracking razoável do corpo humano, como também manipular esses dados em diversos softwares em tempo real, como o Unity.

### 3.4 Rastreamento das Mãos (Hand Tracking)

Nesta seção apresentam-se os projetos recentes relativos aos rastreamento das mãos (hand tracking), usando para isso sensores de baixo custo, como o Kinect da Microsoft, o Senz3d da Creative\(^\text{21}\) ou o Leap Motion.

Hand Tracking é atualmente considerado um desafio [Sharp et al., 2015]. As mãos podem formar um conjunto variado de poses complexas com vários níveis de liberdade [Jones and Lederman, 2006], têm movimentos rápidos, e podem ainda ter diferentes formas e tamanhos. Os dedos podem ser difíceis de desambiguar e podem estar ocultos por outras partes da mão. Assim sendo, muitos projetos limitam o hand tracking para close-range (distâncias curtas), ou apenas uma mão, como é o caso dos trabalhos apresentados nos trabalhos de Sridhar et al. [2013] e de Tagliasacchi et al. [2015].

Antes do hand tracking, que consiste em detetar a trajetória da mão numa sequência de imagens, é necessário detetar quais os pixeis que pertencem à mão para cada frame. A este processo dá-se o

\(^{19}\)http://brekel.com/
\(^{20}\)http://faceshift.com
nome de hand segmentation. Para fazer hand segmentation, na maioria dos projetos usa-se sempre a mesma técnica, que consiste em tirar partido da informação de profundidade do sensor, assumindo para isso que a mão é o que está mais próximo do sensor e, portanto, tudo o resto é ignorado.

Existem 3 métodos para fazer hand tracking: métodos discriminativos que trabalham diretamente com os dados da imagem (por exemplo extrair características e usar técnicas de classificação), métodos generativos (ou baseados em modelos) que utilizam um modelo 3D de uma mão para recuperar a pose e, por fim, métodos híbridos que são uma combinação dos dois anteriores Erol et al. [2007]. De seguida, estes métodos serão explicados com mais detalhe.

3.4.1 Métodos Discriminativos

Os métodos discriminativos usam conjuntos de treino (training sets) e técnicas de aprendizagem automática para fazerem um mapeamento direto a poses através das características extraídas das imagens de entrada (input). O trabalho de Athitsos and Sclaroff [2003] e o de Keskin et al. [2012] usam métodos discriminativos. Existe uma base de dados com várias imagens de poses de mãos e tentam depois fazer uma correspondência com base no que é capturando pelo sensor.

3.4.2 Métodos Generativos

Oikonomidis et al. [2011] apresentam um trabalho para o problema do hand tracking baseado em métodos generativos (também conhecidos como abordagem baseada em modelos (model-based approach)) e que é formulado como um problema de otimização que minimiza a discrepância entre um modelo de uma mão 3D usada como hipótese e o que é observado pelo Kinect. Por outras palavras, existe um modelo com 27 parâmetros que correspondem às articulações dos dedos de uma mão 3D e a captura do Kinect através do sensor de profundidade, o objetivo é estimar os valores dos parâmetros do modelo de modo a ficarem próximos da mão correspondente à realidade.

É pretendido minimizar a função que calcula a discrepância entre o observado pelo Kinect e os mapas de profundidade calculados com base no modelo 3D da mão. A otimização é feita através de um algoritmo estocástico de otimização, o Particle Swarm Optimization (PSO). O princípio base do algoritmo é criar um exame de partículas (swarm of particles) que se move num espaço multidimensional pré-definido à procura do seu objetivo (goal), ou seja, a posição no espaço que melhor satisfaça as suas necessidades. Em analogia com a natureza, é o mesmo que um bando de pássaros estar à procura do melhor local para dormir (que pode ser a melhor combinação de várias características, como o tamanho espaço, acesso a comida e água, etc) [Kennedy and Eberhart, 1995].

O algoritmo tem como base 2 conceitos principais. O primeiro é que uma partícula (que pode ser vista como solução do problema) pode determinar a qualidade da sua posição atual. O segundo consiste num fator estocástico que faz as partículas moverem-se. Portanto, temos um enxame de partículas a moverem-se num espaço em que a posição de cada uma é avaliada de acordo com uma função de fitness. A função de fitness depende do problema a ser otimizado. No trabalho de Oikonomidis o algoritmo PSO opera sobre um espaço de 27 dimensões que correspondem aos...
parâmetros das articulações da pose 3D da mão, ou seja, para cada frame, temos 27 parâmetros devolvidos pelo algoritmo. No entanto, este trabalho não consegue recuperar da perda do movimento.

3.4.3 Métodos Híbridos

Os trabalhos mais recentes conhecidos como “Modern pose estimation algorithms” usam abordagens híbridas (por exemplo os trabalhos: Krejov et al. [2015], Sharp et al. [2015] e Sridhar et al. [2013]), também consideradas abordagens baseadas em análise por síntese (analysis by synthesis) em que muitas delas utilizam como base o algoritmo PSO. Primeiro a componente discriminativa faz uma previsão direta através da imagem de entrada sobre os parâmetros da pose da mão. Depois, a componente gerativa tenta aproximar um modelo 3D da mão com o que é observado através do sensor, em que o principal objetivo é tentar minimizar uma função de energia (energy function). Uma função de energia ideal é o erro de reconstrução, ou seja, a distância entre o observado e a hipótese do modelo.

O trabalho descrito em Sharp et al. [2015] e desenvolvido pela Microsoft apresenta um sistema com uma abordagem híbrida, capaz de resolver algumas restrições descritas anteriormente, como o funcionamento apenas em close-range e sobretudo a perda de movimento. Usam também o algoritmo PSO e uma função de energia, definida pelos autores de “golden energy”. No final permitem-lhes obter um modelo 3D da mão o mais próximo possível do que é observado pelo sensor (Figura 3.11).

que, juntamente com as bases de dados, contém poses de cinco dedos. Assim, obtém-se múltiplas hipóteses, em que cada uma é testada usando dois critérios. A pose da mão final é a pose que tem o menor erro entre as posições das extremidades dos dedos observadas e estimadas.

A grande contribuição deste trabalho foi o novo método para recuperação de poses em conjunto com imagens base otimizadas da pose. Este método permite recuperar e estabilizar o rastreamento de poses que tenham algumas partes do movimento das mãos oculto.

A grande desvantagem deste trabalho é que utiliza múltiplas câmaras de profundidade tentando assim resolver problemas de oclusão.

Figura 3.13: Pipeline do Tagliasacchi et al. [2015].

Figura 3.14: Resultado do Tagliasacchi et al. [2015].

O trabalho descrito em Tagliasacchi et al. [2015], ao contrário anteriores, usa um sensor diferente, o Senz3d22 e é focado sobretudo no ICP (Iterative Closest Point) (Figura 3.13). O ICP é um algoritmo de alinhamento, responsável por minimizar a diferença entre conjuntos de pontos de controlo (Figura 3.15). O ICP é geralmente utilizado para reconstruir superfícies 2D e 3D. Os dados de entrada do ICP são dois conjuntos de pontos de controlo (Figura 3.16). Estes conjuntos de pontos podem ser conseguidos através de algoritmos de detecção de contornos23.

A combinação destas técnicas resulta nas poses ilustradas na Figura 3.14.

Figura 3.15: Exemplo do Algoritmo ICP.

Figura 3.16: Alinhamento do Algoritmo ICP.

As técnicas mencionadas são aquelas utilizadas como base neste tipo de projetos. No entanto, na investigação atual já pouco se usam estas técnicas por si só. O que tem vindo a decorrer ao longo do tempo é a utilização de algoritmos que já tiveram inúmeras intervenções a partir destas técnicas, quebrando e melhorando as suas limitações.

23https://github.com/OpenGP/htrack
3.4.4 Leap Motion

O MotionSavvy\(^{24}\) é um sistema multidireccional desenhado para ajudar pessoas com deficiência auditiva e os ouvintes a comunicarem entre si. Este sistema contém o UNI (Figura 3.17) que é um tablet que incorpora, não só o Leap Motion, como também um software especializado no tracking das mãos. Desta forma, é possível traduzir gestos para texto e vice-versa\(^{25}\).


O Leap Motion tem vindo a crescer nos últimos meses, em consequência da enorme adesão e investigação na Realidade Virtual através dos Oculus\(^{26}\). É possível incorporar o dispositivo Leap Motion no set da Oculus (Figura 3.18). Por essa mesma razão, foi lançado em Maio deste ano, a atualização Orion\(^{27}\). O Leap Motion Orion consiste numa atualização ao nível do software focado na Realidade Virtual que melhorou consideravelmente o hand tracking, explorando assim melhor as capacidades do hardware\(^{28}\).

Figura 3.17: Dispositivo UNI da à MotionSavvy.

Figura 3.18: Set que Incorpora o Leap Motion.

Outros trabalhos estão a ser realizados usando o Leap Motion no contexto da Realidade Virtual, como por exemplo o descrito em Scheggi et al. [2015], que tenta em conjunto da tecnologia haptica dar feedback de força ao utilizador.

3.4.5 Relação ao PE2LGP

Embora estes trabalhos não tenham sido aplicados ao trabalho apresentado, foi uma investigação feita no sentido em perceber como ultrapassar as limitações do Kinect e o Leap Motion, em particular no detalhe da captura das mãos. A investigação foi importante para perceber a complexidade desta tarefa, sendo que é preciso um trabalho dedicado apenas a esta área.

\(^{24}\)http://www.motionsavvy.com/
\(^{25}\)https://www.youtube.com/watch?v=Kj51RNZAM9k
\(^{26}\)https://www.oculus.com/
\(^{27}\)https://developer.leapmotion.com/orion
\(^{28}\)https://www.youtube.com/watch?v=rnJO0w-0B8g
3.5 Recursos da Área de Processamento de Língua Natural

Nesta seção pretendo apresentar um dos recursos já usados no PE2LGP, o NLTK, e também ferramentas utilizadas para compreender a gramática da LGP. No entanto, esta continua a ser uma área onde a investigação é escassa, dificultando assim a qualidade de aplicações que envolvem recursos linguísticos na LGP, sendo esta a crítica principal das pessoas portadoras de deficiência auditiva.

3.5.1 Natural Language Toolkit

A NLTK\(^{29}\) é um conjunto de bibliotecas e programas para a linguagem de programação Python e que tem como objetivo fazer o processamento simbólico e estatístico da Língua Natural. O NLTK possui ainda demonstrações gráficas e exemplos de dados.

3.5.2 A Gramática da LGP

Os recursos linguísticos na LGP são limitados. A única gramática existente é de Amaral et al. [1994] e não está acessível. O único estudo recente neste contexto é de Maria Fernanda da Silva Bettencourt, no seu trabalho intitulado “A ordem das palavras na Língua Gestual Portuguesa: Breve estudo comparativo com o Português e outras línguas gestuais” [da Silva Bettencourt, 2015], que teve como principal objetivo perceber se a LGP possuía um padrão de ordem básica das constituintes da frase e, a confirmar-se, qual seria.

Os resultados foram obtidos através de um pequeno corpus que não permite generalizações. Porém, os dados demonstram que a LGP tem uma estrutura sintática própria e que o padrão de ordem básica dos seus constituintes é SVO. No livro de Amaral et al. [1994], a autora não afirma qual é a ordem que se deve utilizar, daí a inconsistência. Para agravar, é dito no livro que as seguintes frases com diferentes regras são válidas:

1. Bolo comer rapaz (regra OVS).
2. Comer rapaz bolo (regra VSO).
3. Bolo rapaz comer (regra OSV).

O trabalho conclui que se pode aplicar à LGP, tal como já se aplica a outras línguas gestuais, princípios sintáticos semelhantes aos das línguas orais. Para chegar a tal conclusão, o trabalho focou-se em considerar 3 hipóteses:

1. A ordem dos constituintes da frase varia consoante o tipo de verbos.
2. A compreensão e a produção são marcadas pela ordem dos constituintes.
3. A concordância do verbo com o objeto, influência a ordem dos constituintes.

[^29]: \url{http://www.nltk.org/}
Os dados foram obtidos a partir de informantes com diferentes perfis linguísticos (6 informantes surdos e 2 informantes ouvintes intérpretes de LGP), usando 2 tipos de estímulos para a elicitação de produções verbais em LGP. A primeira referente a imagens com situações diversas. Na segunda foram apresentadas frases com verbos a cada um dos informantes e foi pedido que produzissem em LGP as frases que considerassem corresponder-lhes.

A partir da primeira hipótese (Item 1), verificou-se que há alguns tipos semânticos de verbos que influenciam a ordem dos constituintes da frase. A segunda hipótese (Item 2) ficou confirmada. Para concluir, não foi possível encontrar evidências que comprovem que a concordância do verbo com o objeto possa influenciar a ordem (Item 3). A autora afirma que:

“Quando a ordem básica SVO não é a ordem dos constituintes de uma frase, é necessário usar corretamente mecanismos de concordância (por exemplo MNM[^30]) de modo a não comprometer a inteligibilidade da frase.”

Através da verificação destas 3 hipóteses, pode-se confirmar o que tem sido escrito sobre outras línguas gestuais, como por exemplo, o defendido por Liddell [2003], isto é, que a língua gestual é uma língua sem preposições.

3.5.3 Dicionário de Língua Gestual Portuguesa

O Dicionário de Língua Gestual Portuguesa representa, tanto do ponto de vista social, como cultural, um marco na valorização desta forma de expressão que é, desde 1997, uma das línguas oficiais de Portugal. Foi organizado especificamente para o contexto português por Ana Bela Balta-zar, especialista em língua gestual, que exerce funções de intérprete na Rádio Televisão Portuguesa e na Associação de Surdos do Porto e é presidente do Centro de Tradutores e Intérpretes de Língua Gestual, para além de ter a seu cargo a docência de várias disciplinas do âmbito da Língua Gestual[^31].

Salientado que o trabalho de Almeida [2014] tinha este dicionário como ponto de partida.

3.5.4 Relação ao PE2LGP

Esta investigação, serviu para perceber que a investigação nesta área continua sem progressos, pelo que, os recursos utilizados foram os mesmos já teriam sido utilizados no início do PE2LGP. Pela mesma razão, o trabalho apresentado também não progrediu neste contexto.

O dicionário foi utilizado como base para consulta na criação dos gestos através dos sistemas apresentados nos capítulos Capítulo 5 e Capítulo 6. Além disso, também se manteve o uso da NTLK na componente linguística.

[^30]: Marcacões Não Manuais - Expressão e movimento corporal.
Sistema 1: Modificação da Arquitetura
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Neste capítulo é apresentada a primeira tarefa realizada neste trabalho que surge em virtude da dependência do PE2LGP ao Blender. Tal como se pode verificar através da Figura 4.1, todo o projeto original estava integrado no Blender, inclusive a componente de Língua Natural. De modo a ultrapassar essa dependência, foram feitas duas principais alterações: a exportação do projeto para o motor de jogo Unity (Seção 4.1) e a criação de um modelo independente de processamento de língua natural (Seção 4.2).

Figura 4.1: Arquitetura do PE2LGP Original.  
Figura 4.2: Arquitetura do PE2LGP Atual.

Como se pode verificar pela Figura 4.2 ambas as alterações são independentes do Blender, embora comuniquem entre si. Além disso, foi introduzido um sensor, o Kinect, que parte do sistema apresentado no Capítulo 6.

A componente de língua natural pode ser utilizada como sistema único e independente, ou ser integrada noutro sistema, como é o caso.

A escolha da introdução de um motor de jogo surge da necessidade de escalar o projeto. Optar por um motor de jogo permite exportar o projeto para outro formato e, assim, eliminar a dependência ao Blender. Optei pelo Unity uma vez que é o mais simples e flexível, em comparação com outros, no que diz respeito ao escalonamento.

4.1 Exportação do Modelo para o Unity

A exportação pode ser resumida em 2 tarefas: exportar o modelo do Blender para o Unity (incluindo 69 animações) e criar uma interface que permita a interação com o modelo. Contudo, a primeira tarefa revelou-se mais complicada do que o previsto. Em seguida, explico os problemas encontrados e como foram resolvidos.

4.1.1 Problemas Encontrados e Soluções

Muitos modelos criados a partir de diversos programas de modelação e animação 3D, tais como, o Blender ou o Autodesk 3DS MAX, são importados para o Unity sem quaisquer problemas. O Unity internamente resolve possíveis problemas e, quando não consegue, dá ao utilizador hipóteses de escolha para os tentar resolver por si. No entanto, este processo pode não ser tão linear, tal como foi o caso da importação do modelo da Catarina.
4.1.1.A Tempo de Importação Excessivo

A exportação do modelo para o Unity, geralmente é feita de uma de duas formas: ou é gerado um ficheiro no formato .FBX\(^1\) através do programa de modelação ou é usado o próprio ficheiro fonte, que neste caso foi um ficheiro com a extensão .blend vindo do Blender. Em ambos os casos, o tempo de importação era excessivo, isto é, mais de 15 minutos, quando em casos normais dura apenas uns segundos. Salientando que, em alguns casos, o Unity ficava inativo por cerca de 15 minutos, sendo esse o tempo de importação.

O problema era devido a uma componente que o modelo continha e que é gerada através do Rigify\(^2\), que é uma extensão do Blender utilizado apenas como base para a criação do rig. Assim que o rig está concluído, por norma, essa componente é apagada, por ser excessivamente pesada em termos computacionais. Portanto, bastou eliminar essa componente.

4.1.1.B Mapeamento das Texturas

O mapeamento das texturas e dos materiais também é feito de forma automática pelo Unity. Contudo, podem ocorrer problemas tal como se pode verificar na Figura 4.3 e Figura 4.4. Isto pode acontecer porque: ou o Unity não consegue mapear as texturas no modelo de forma automática ou o ficheiro fonte não contém essas texturas. Neste caso, com o modelo do PE2LGP, aconteceram ambas as situações. Para resolver foi preciso mapear manualmente as texturas que não teriam sido mapeadas corretamente, importar as que não estavam contidas no ficheiro fonte e, por fim, criar as restantes internamente no Unity. Resultando assim no modelo da Figura 4.5.

![Figura 4.3: Mapeamento Incorreto 1. Figura 4.4: Mapeamento Incorreto 2. Figura 4.5: Resultado Final.](image)

4.1.1.C Mapeamento do Rig no Sistema de Músculos do Mecanim

O Unity dispõe de um sistema de animações baseado em máquinas de estados chamado Mecanim\(^3\). O Mecanim utiliza avatares no formato Humanoid para as suas animações. O que difere um avatar Humanoid para um de outro tipo, é sobretudo o fato de animações criadas neste formato podem ser utilizadas num rig diferente. Por outras palavras, uma animação criada no Mecanim usando

\(^{1}\)FBX é um formato de ficheiros 3D que, entre várias outras informações, contém os valores das transformações do modelo.


\(^{3}\)http://docs.unity3d.com/460/Documentation/Manual/MecanimAnimationSystem.html
um modelo X com avatar *Humanoid*, poderá ser utilizada em qualquer outro modelo Y também com avatar *Humanoid*.

Portanto, já que seria este o sistema a utilizar, sempre foi principal preocupação converter o modelo do PE2LGP para um avatar *Humanoid*. Este processo é relativamente simples, bastando mudar as definições no Unity para que o avatar seja *Humanoid*. Depois, internamente, o Unity tenta mapear a estrutura dos *bones* à estrutura do *Humanoid*. Este, por sua vez, utiliza músculos em vez de *bones*. Este processo, mais uma vez, geralmente ocorre corretamente. No entanto, esse não foi o caso, e quando isso não acontece, podemos verificar, através de uma interface, quais as partes do rig que não foram mapeadas (Figura 4.6).

![Figura 4.6: Mapeamento Incorreto do Rig.](image1)

![Figura 4.7: Mapeamento Correto do Rig.](image2)

Este problema acontece quando o Unity não consegue mapear automaticamente o Rig nos músculos, devido à estrutura do modelo não ser a esperada. Para resolver o problema, geralmente, o mapeamento terá de ser feito manualmente. No entanto, no caso do modelo no PE2LGP não foi suficiente.

Basicamente, a solução consistiu em corrigir a estrutura do rig criada através da extensão *Rigify* e, assim, poder ser aceite no Unity. Esta correção é feita através de um script⁴ escrito em Python, executado internamente no Blender. Deste modo, quando a estrutura é correta e aceite pelo Unity o *feedback* obtido pela interface é semelhante ao da Figura 4.7. Isto significa que o sistema Mecanim está funcional no modelo em questão.

### 4.1.1.D Importação das Animações

O Unity, por omissão, uma vez mais, tenta fazer a importação automaticamente, neste caso das animações. Porém, não é suficiente. O processo geralmente ocorre da seguinte maneira: encontra todas as animações e junta-as numa só. Depois, é necessário separá-las manualmente. No entanto, no caso do Blender, as animações têm de estar na *timeline*. Posto isto, é necessário anotar o tempo inicial e o tempo final de cada animação definidos no Blender, para que seja possível utilizar esses

---

⁴Disponível em: https://goo.gl/f5krh5 ou https://goo.gl/CA4T4W
valores no Unity e as separar as animações.
ULtrapassado este obstáculo, foram importadas, através do Blender usando o PE2LGP original, 69 animações para o Unity.

4.1.2 Sistema de Criação de Estados

Tal como foi dito anteriormente, o sistema de animações do Unity, Mecanim, é baseado em estados. Cada ação disponível no ambiente é considerado um estado, que, no fundo, representa uma animação. Porém, na maioria dos casos este sistema é aplicado em ambientes estáticos. Por exemplo, num ambiente de um jogo, as ações poderão ser: correr, andar e saltar. No entanto, neste projeto, as ações não são estáticas, pois variam de acordo com o input introduzido. Considerando o input “João”, este deverá resultar em 5 ações possíveis: “j”, “o”, “a” e “o”. Cada ação representa uma animação e é ligada a outra por meio de uma transição.

Assim sendo, o sistema desenvolvido, em conformidade com o input processado pela componente de Língua Natural (Seção 4.2), é capaz de criar estados e as transições entre as ações de forma dinâmica.

O sistema de criação de estados baseia-se sobretudo em duas etapas. Primeiro é analisado e processado o input de acordo com as diferentes fases apresentadas na Seção 4.2. Depois, com base no input processado, são criados os estados tendo em atenção dois fatores: se a palavra é fingerspelled ou não. De salientar que, quando nenhuma animação está ativada, o sistema apenas executa repetidamente o estado IDLE, que corresponde a um estado base, ou seja, quando nada está a ser feito (Figura 4.8). Para o input “João” teríamos o conjunto de estados da figura Figura 4.9 e para “O João come a sopa” o da figura Figura 4.10. Quando o sistema acaba de passar por todas as transições e estados voltando ao estado base, o IDLE, os restantes estados são apagados, ficando apenas na representação da Figura 4.8.

4.1.3 Interface

Uma vez importado o modelo e as animações, e criado o sistema de criação de estados, era altura de criar uma interface com a qual o utilizador pudesse interagir com todas as componentes descritas nas seções anteriores. O objectivo era criar uma interface semelhante à existente no protótipo do
sistema original do PE2LGP (Figura 4.11), porém com mais opções, uma vez que só era possível introduzir o texto e obter o seu significado em LGP.

![Figura 4.11: Interface do PE2LGP Original.](image)

A interface foi criada recorrendo ao sistema UI do Unity⁵, nomeadamente o Canvas que é onde os elementos da UI devem estar inseridos (Figura 4.12).

![Figura 4.12: Interface do PE2LGP Atual.](image)

Na interface atual o utilizador pode:

1. Escrever uma palavra ou frase e obter o seu significado em LGP.
2. Controlar a velocidade dos gestos.
3. Ver em simultâneo da execução do gesto a sua transcrição.
4. Alterar o tamanho do texto que corresponde à transcrição.
5. Parar a qualquer momento o que estiver a ser executado.
6. Repetir até que mande parar o input atual.
7. Movimentar o modelo em torno do seu próprio eixo X.

⁵http://docs.unity3d.com/Manual/UISystem.html
4.2 Componente de Língua Natural

Anteriormente no PE2LGP, o desenvolvimento da componente de processamento de texto era feita através do Blender recorrendo à linguagem Python. Portanto, se quiséssemos modificar essa componente seria necessário, obrigatoriamente, passar pelo Blender. De modo a eliminar essa dependência, foi criada uma REST API (Subseção 4.2.2) escrita em Python que processa pedidos HTTP. Esses pedidos levam como argumento uma string que é analisada pela componente de processamento de texto (Subseção 4.2.1), que entretanto também teve modificações relativamente à original. Cada resposta a um pedido HTTP resulta num ficheiro JSON (Listing 4.1) que segue uma estrutura previamente estabelecida com a string processada.

4.2.1 Componente de Processamento de Texto

Na arquitetura anterior, o processamento do texto era feito através de um pipeline (Figura 4.13).

Figura 4.13: Pipeline do PE2LGP Original (Figura do Trabalho de Almeida [2014]).

Agora, o resultado produzido é semelhante, porém, feito recorrendo a vários métodos de duas classes. As principais vantagens desta modificação são: o fato de termos total controlo de cada uma das fases do pipeline e também ter resolvido alguns problemas de comunicação entre a interface e esta componente, como por exemplo, falhas de output. Basicamente, o pipeline está implementando recorrendo aos métodos da classe Phrase e Word (Figura 4.14).


Desta forma, e para facilitar a compreensão, em seguida explica-se o funcionamento de toda a componente recorrendo a um exemplo como entrada: “O João come a sopa”.

Em primeiro lugar, a frase é dividida em várias palavras, em que cada uma corresponde a um objeto e todas estão inseridas numa lista. Portanto, para o exemplo teríamos a seguinte lista com 5 elementos, uma vez que a frase também tem 5 palavras:
Para cada elemento da lista que corresponde a um objecto pode-se usar métodos, como por exemplo, obter o nome da palavra original. No caso do Object1 o nome original seria a palavra “O”.

O próximo passo consiste em analisar cada palavra da lista de objetos e, por fim, classificá-las. Começando pela limpeza e à normalização dos dados é necessário:

1. Remover os acentos e pontuações.
2. Colocar tudo numa única forma, neste caso, em letras minúsculas.
3. Analisar as terminações de cada palavra de modo a saber se é necessário adicionar uma nova palavra, por exemplo, algo acabado em “inha” remete para “pequeno” e “feminino” na LGP, portanto, neste caso, será necessário adicionar à lista mais duas palavras.
4. Remover as stops_words da frase, sobretudo artigos, visto não serem usados na LGP.

Para o exemplo considerado, a lista ficaria reduzida a 3 elementos, pois iriam ser removidos 2 artigos, o “o” e o “a”, resultando assim na seguinte representação:

\[ [ \text{Objecto1}, \text{Objecto2}, \text{Objecto3} ] \]

Se ignorarmos a representação por objetos e trocarmos pelo seu valor, teríamos:

\[ [ \text{joao}, \text{come}, \text{sopa} ] \]

Até aqui, estes passos podem ser definidos como: normalização e correção de erros. Para finalizar este processo, a lista anterior será classificada, resultando em:

\[ [ (\text{joao, n}), (\text{come, v-inf}), (\text{sopa, n}) ] \].

O passo seguinte consiste em alterar a ordem da lista para SVO, visto ser a utilizada na LGP [Almeida et al., 2015a]:

\[ [ (\text{sopa, n}), (\text{joao, n}), (\text{come, v-inf}) ] \].

Para concluir, e por questões de eficiência do sistema de criação de estados (Subseção 4.1.2), adiciona-se ao fim de cada elemento da lista os stemmers de cada palavra:
A classe principal tem 3 objetivos: configurar o servidor REST, para cada pedido à REST recorrer ao processo descrito anteriormente acedendo à lista e, por fim, converter a lista para o formato JSON. Basicamente, a lista JSON, corresponde a converter o resultado da última fase do pipeline para uma lista de dicionários (Listing 4.1), em que a chave é uma breve descrição que servirá depois para converter o JSON para a lista original de objetos utilizada no Unity.

### 4.2.2 REST API

A escolha do Python para a criação da REST API, deve-se ao facto da componente também ser na mesma linguagem. Desta forma, optei pela framework Flask\(^6\), que é definida como sendo uma microframework para Python baseada em Werkzeug\(^7\) e Jinga2\(^8\).

Antes de mais, REST é uma abstracção da arquitetura da web que ignora os detalhes de como foi feita a implementação das componentes e a sintaxe de protocolo, com o objetivo de se focar nos papéis dos componentes, nas restrições sobre sua interação com outros componentes e na sua interpretação de elementos de dados significantes. É aplicado sobretudo a serviços web fornecendo APIs para acesso a um serviço qualquer na web. Para comunicar utiliza mensagens HTTP. É também uma maneira fácil de ligar várias linguagens de programação.

O funcionamento da REST API é simples: recebe um pedido HTTP com um argumento em formato string, que pode ser uma letra, uma palavra ou uma frase, e devolve o resultado num ficheiro JSON. A estrutura do JSON foi escolhida de acordo com a necessidade e tem 3 atributos por objecto: “name”, “stemmer” e “w_class”. Estes atributos resultam da aplicação das várias fases do processamento de texto descritas na seção anterior (Seção 4.2). O atributo “name” remete para a palavra tratada final, “stemmer” corresponde ao stem da palavra e, por fim, a “w_class” tem a classificação dada pelo classificador à palavra contida em “name”.

Portanto, supondo que a REST API se encontra localmente em execução, podemos utilizar o seguinte modelo de endereço para efetuar os pedidos: \(\text{http://127.0.0.1:10001/pe2lgp?phrase=\%s}\), onde “\%s” é substituído pela palavra ou frase pretendida. Além disso, o resultado está ordenado pelo “name”, através da regra SVO que, posteriormente serve de entrada no sistema de criação de estados (Subseção 4.1.2), sendo possível descartar a preocupação em ordenar os dados no Unity.

Por exemplo, a frase “O João come a sopa”, poderia ser convertida para um pedido à REST API, utilizando a seguinte notação:

\[ \text{http://127.0.0.1:10001/pe2lgp?phrase=O% Joa o% come% a% sopa} \]

O resultado devolvido pela REST seria o seguinte JSON:

---

\(^6\)http://flask.pocoo.org/
\(^7\)http://werkzeug.pocoo.org/
\(^8\)http://jinja.pocoo.org/
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Listing 4.1: Resultado em Formato JSON do Input “O João come a sopa” pela Componente de Língua Natural.

```
{
    {
        "name": "sopa", "stemmer": "sop", "w_class": "n"
    },
    {
        "name": "joao", "stemmer": "joa", "w_class": "n"
    },
    {
        "name": "come", "stemmer": "com", "w_class": "v-inf"
    }
}
```

Desta feita, bastou adaptar a REST API à componente de processamento do texto que, entretanto, foi importada do Blender e melhorada (Subseção 4.2.1).

4.2.3 Ligação à Interface

O conceito desta ligação passa por enviar pedidos à componente linguística e tratar devidamente os resultados retornados, ou seja, esta etapa corresponde à transição da REST API ao Unity visível na representação da arquitetura apresentada anteriormente (Figura 4.2).

Tal como se pode verificar pela Figura 4.15 o fluxo começa primeiro com pedidos feitos via HTTP à REST API recorrendo à interface criada no Unity. A REST API, por sua vez, trata o pedido e retorna o resultado no formato JSON novamente para o Unity. Quando o Unity obtém o JSON, a lista de objetos do JSON é convertida num outro formato, isto é, numa lista de objetos de uma classe que contém os mesmos atributos da estrutura do JSON: name, stemmer e w_class.

Os objetos resultantes dessa conversão servem de entrada ao sistema de criação de estados apresentado na Subseção 4.1.2 que, por sua vez, converte cada um dos objetos em estados.

![Figura 4.15: Funcionamento da Ligação entre a Componente de Língua Natural e a Interface.](image)
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4.2.4 Alocação dos Dados

Sempre foi preocupação tentar não manter os projetos locais, uma vez que acabam por ficar isolados e, por consequência, perdem-se ao longo do tempo. Deste modo, surgiu a necessidade de colocar a REST API num servidor. Desta forma, foi alojada num servidor do INESC-ID e é executada através de uma máquina virtual com o sistema operativo Ubuntu\(^9\). A comunicação ao servidor é feita via SSH, mais propriamente usando Tunnels. Um SSH\(^10\) Tunnel consiste num túnel criptografado criado através do protocolo SSH que pode ser utilizado para transferir o tráfego não criptografado sobre uma rede através de um canal criptografado. Por exemplo, pode-se usar um túnel SSH para transferir ficheiros de uma forma segura entre um servidor FTP\(^11\) e um cliente, mesmo que o FTP não seja um protocolo criptografado.

Por outras palavras, o tunnel abre um socket numa determinada porta e todos os pedidos para essa porta irão ser convertidos em pedidos para o servidor. Portanto, um pedido normal à REST API usando o endereço e a notação 127.0.0.1:10001/pe2lgp?phrase="O João come a sopa." seria convertido num pedido SSH ao INESC-ID (Figura 4.16).

---
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A premissa deste projeto sempre foi agilizar o modo de introdução de novos gestos. Desta forma, foram criados dois sistemas: um manual e outro automático.

O sistema manual, denominado de sistema 2, consiste num sistema que, ao contrário do automático apresentado no Capítulo 6, requer a intervenção do utilizador, mas de uma forma menos profissional do que seria esperado caso utilizasse um programação de animação 3D. Através de uma interface, o utilizador pode manipular diretamente o avatar e, assim, criar animações. Assim sendo, conhecimentos na área de animação 3D para o uso deste sistema não são um pré-requisito.

O sistema 2 criado no motor de jogo Unity, produz gestos através de algumas interações com o modelo e uma interface. Desta forma, este capítulo tem como objetivo apresentar o sistema 2.

5.1 Criação do Ficheiro de Animação

Sendo este um sistema de criação de animações, a primeira tarefa passa pela criação do próprio ficheiro de animação. Para isso, o primeiro passo é escolher o nome da animação que pode ser introduzido numa interface (Figura 5.1). Depois, o nome escolhido será analisado recorrendo a dois métodos: expressões regulares e repetição. O primeiro garante que o utilizador introduz um nome válido, isto é, sem caracteres inválidos como, por exemplo: espaços, vírgulas, pontos, entre outros. E o segundo serve para evitar a criação de um gesto repetido, isto é, cujo o nome já exista.

![Figura 5.1: Interface Relativa à Criação do Ficheiro de Animação.](image)

A interface contém ainda um sistema de feedback relativo a erros no caso da introdução de um nome inválido, tal como se pode verificar pela Figura 5.1 a mensagem a vermelho.

5.2 Seleção da Configuração das Mãos

O passo seguinte passa por dar ao utilizador a hipótese de escolher a configuração de ambas as mãos que pretende utilizar para a criação da animação. Desta forma, uma vez mais, o utiliza-
dor dispõe de uma interface (Figura 5.2), onde poderá escolher uma no total de 54 configurações diferentes.

![Figura 5.2: Interface Relativa à Seleção da Configuração das Mãos.](image)

A interface Figura 5.2 é o primeiro de dois ecrãs. O segundo é idêntico, mas relativo à escolha da configuração da mão esquerda.

As configurações disponíveis surgem em virtude das já existentes no PE2LGP original, onde posteriormente foram importadas para o Unity (Subsubsecção 4.1.1.D). Por sua vez no Unity, através de uma animação, é possível aceder a todos os frames da mesma, nomeadamente a qualquer parte do rig, sendo possível verificar os valores da posição e rotação por tempo/frame. Desta forma, foi possível aceder apenas aos valores das mãos e assim aplicá-los em tempo real, na altura da seleção, ao modelo.

Contudo, as animações criadas no PE2LGP eram todas para a mão direita e para ter as mesmas animações disponíveis para a mão esquerda foi preciso duplicar todas as animações e ativar, para cada uma, a opção de configuração de animações do Unity, o mirror. Como o próprio nome sugere, a opção mirror espelha a animação e, portanto, através deste método, as animações da mão esquerda passariam a estar na mão direita.

Depois de escolhido o nome da animação e as respetivas configurações, o utilizador poderá manipular o modelo no terceiro ecrã.

Salientando que este não é o único momento onde é possível escolher a configuração das mãos. A qualquer momento, o utilizador tem hipótese de voltar atrás e mudar.

### 5.3 Criação da Animação

A premissa deste sistema é o utilizador movimentar o modelo e, a partir desses movimentos, criar animações, frame por frame. Por outras palavras, a criação da animação corresponde a preencher o ficheiro de animação (Seção 5.1) com frames.

Sempre foi uma preocupação questões de usabilidade, tais como: que parte do corpo estaría a ser movimentada, para que direção, e se esses movimentos seriam fáceis de realizar na perspetiva...
do utilizador.

5.3.1 Feedback de Seleção

Foram definidos 8 pontos (Figura 5.3), através dos quais o utilizador pode movimentar o modelo. Os pontos são: as mãos, os cotovelos, os ombros, o pescoço e a barriga.

![Figura 5.3: Representação dos Pontos Onde é Possível Movimentar o Modelo.](image)

A preocupação na usabilidade começa precisamente depois de definidos estes pontos. Era necessário indicar ao utilizador qual dos pontos estava a ser selecionado. Para isso foram usados os Gizmos do Unity, que são desenhados sob modelo, tal como se pode verificar através da Figura 5.4, onde está selecionado o ombro do lado esquerdo do modelo. Os Gizmos são utilizados sobretudo como guias visuais para Debugging em na Scene View, ou seja, no ecrã de criação disponível ao desenvolvedor. Estes guias também podem ser ativados na Game View que corresponde ao ecrã onde a câmara é renderizada e que foi o caso.

![Figura 5.4: Gizmo na Zona Selecionada do Modelo (Ombro Esquerdo).](image)
5.3.2 Feedback e Limitação da Rotação

Até aqui as informações que o utilizador tinha acerca do ponto do modelo selecionado era insuficientes. De acordo com este sistema de criação de animações, o utilizador poderia movimentar cada ponto segundo o sistema de coordenadas cartesiano em World Space e usando Quaterniões\(^1\). Por isso, o utilizador teria em qualquer altura que tivesse selecionado um ponto, a hipótese de movimentar para X, Y ou Z. Mas, uma vez usados quaterniões, o sistema de coordenadas está constantemente em movimento, logo não se podia pedir ao utilizador que se seguisse pelo tradicional sistema cartesiano, que é estático. Por essa razão surge a necessidade de dar feedback da rotação. Desta forma, foi criado um objecto 3D e aplicados vários materiais, isto de modo a simular as cores representativas dos eixos e associa-los a cada um dos pontos selecionados, dando assim, em tempo real, feedback ao utilizador para onde poderia movimentar o ponto selecionado. O objecto foi criado no programa de modelação Blender, e consiste na modificação de uma das meshes que o Blender disponibiliza por omissão, neste caso a Torus (Figura 5.5).

Figura 5.5: Objecto Utilizado para Feedback.

Os materiais criados e aplicados utilizam as cores sólidas: verde, vermelho e azul. Sendo o vermelho representativo do eixo X, o verde do eixo Y e o azul do eixo Z. Assim, o utilizador ao carregar, por exemplo, no ombro direito teria o feedback de selecção e também de direcção da rotação por omissão o Y. Contudo, é possível, a qualquer momento, modificar o eixo e obter feedbacks diferentes em tempo real, tal como se pode verificar através da Figura 5.6.

Figura 5.6: Feedback de Rotação do Ponto Selecionado.

Ao selecionar um dos pontos, é verificado o valor do centro e instanciado na mesma direcção, um dos 3 modelos da Figura 5.6. Além disso, estes objetos instanciados não são estáticos, contêm uma

\(^1\)https://pt.wikipedia.org/wiki/Quaterni%C3%B5es
animação, isto é, permanecem em rotação em torno do seu próprio eixo X.

O utilizador, para movimentar qualquer um dos pontos, tem de manter pressionado o botão esquerdo do rato no local selecionado e arrastá-lo em movimentos horizontais.

Neste altura, o utilizador deveria saber o que estava selecionado e para onde estava a rodar. No entanto, havia que limitar os movimentos. A ideia seria tentar duplicar a rotação do corpo humano. Assim, não deve ser possível, por exemplo, fazer uma rotação de 360 graus em nenhuma parte. Para limitar os movimentos foi definido empiricamente um ângulo de rotação que se aproximasse o mais possível da realidade. Assim, existe uma relação entre o movimento horizontal do rato e o limite definido para cada ponto, em que o valor da rotação vai aumentando ou decrementando até chegar ao limite. Por exemplo, os pontos que correspondem aos cotovelos do modelo, podem rodar no eixo Y, até um limite cerca de 85 graus.

5.3.3 Criação dos Frames

Esta fase consiste em preencher o ficheiro com frames. Clarificando que o ficheiro nesta altura não está vazio, mas sim com a posição inicial e as configurações das mãos.

O processo de criação de frames passa pelo utilizador movimentar o modelo como quiser, e para criar um frame deve pressionar num botão da interface (o “Create Frame” da Figura 5.7). O número de frames foi limitado a 6 por duas razões. A primeira, porque era necessário limitar de modo a não dar hipótese ao utilizador de criar frames infinitamente. E segundo, porque empiricamente cheguei à conclusão que 6 frames seriam suficientes para criar animações simples e complexas.

5.3.4 Interface

Foi criada uma interface (Figura 5.7) para facilitar o processo de criação que, além do botão de criação de frames mencionado na seção anterior, contém ainda as seguintes opções:

1. Reset: Coloca o modelo na posição inicial e elimina todos os frames criados até ao momento.
2. Create: Cria um frame no ficheiro de animação.
3. Finish: Termina o processo de criação e volta ao menu principal (Seção 7.1) sendo que é criado o estado correspondente à nova animação no ficheiro que contém todos os estados (Subseção 5.3.5). Depois de concluída a animação, esta estará disponível tanto na interface do sistema 1 (Subseção 4.1.3), como no sistema de visualização de todos os gestos (Seção 7.2).
4. **Edit Right Hand e Edit Left Hand**: Altera, a qualquer momento, a configuração de uma das mãos à escolha.

5. **Play**: Toca a animação atual, ou seja, serve para ver o que já criamos até ao momento.

6. **Stop**: Para o que estiver a ser tocado, isto é, interrompe o Play.

Existem ainda outros três painéis na interface:

![Figura 5.8: Painel 1](image)

![Figura 5.9: Painel 2](image)

![Figura 5.10: Painel 3](image)

O painel da **Figura 5.8** contém informações gerais sobre o sistema e um botão para voltar ao ecrã anterior. Nesse menu existem 3 informações básicas: o nome da animação, o nome da configuração da mão esquerda e da mão direita. No segundo painel da **Figura 5.9**, a primeira opção serve para voltar ao menu principal, sendo que, caso o utilizador tenha criado algum frame, será alertado para a perda desses valores e o segundo botão serve para mostrar informações ao utilizadores sobre o funcionamento do sistema do ecrã atual que se encontra, ou seja, parte do que já foi referido nas secções anteriores. Este painel está presente em todo o sistema. Por fim, o terceiro e último painel da **Figura 5.10**, serve para alternar o eixo mencionado na **Subsecção 5.3.2**.

### 5.3.5 Conclusão da Animação

Esta secção serve para enfatizar o último passo que finaliza a criação da animação. Aparentemente, ao pressionar o botão “Finish” a animação é concluída, mas interamente ainda é feito mais um passo, a criação de um estado num repositório de estados. Estes estados na verdade correspondem a todas as animações criadas e servem como base de dados para o sistema de criação de estados apresentado **Subsecção 4.1.2**.

### 5.4 Plugin para Conversão de Animações

O Mecanim utiliza músculos, isto significa que a estrutura dos bones é interpretada de forma diferente. Em vez de movimentar cada ponto do rig, um a um, através dos referenciais X,Y ou Z, estes são movimentados utilizando os músculos. Basicamente, um músculo é um valor normalizado entre -1 e 1 que movimenta um ou mais bones num eixo, e servem para tornar mais realísticos os movimentos dos modelos.

No entanto, há uma desvantagem que deu origem à criação do plugin para o Unity que converte animações. A desvantagem é não se ter controlo dos movimentos, ou seja, imaginando que o ombro esquerdo do modelo se encontra no referencial X com valor 10, não é possível saber a que valor corresponde em termos de músculos. Por essa razão, e uma vez que o sistema 2 (**Capítulo 5** é
baseado em movimentos usando o sistema de coordenadas X, Y e Z, não era possível manter os músculos.

Desta forma, foi criado um plugin (Figura 5.11) no Unity que, dado um modelo e a respectiva animação a converter no formato de músculos, transforma-a para o sistema de coordenadas normal para o modelo escolhido.

O plugin é útil, não para o resultado das animações do sistema 2 (Capítulo 5), mas sim para misturar essa animações às já existentes no PE2LGP original uma vez que ao serem importadas para o Unity ficariam em formato de músculos. O problema surge quando se misturam animações de diferentes tipos, que resultaram em problemas na orientação e posição do modelo.

![Figura 5.11: Interface do Plugin para Converter Animações.](image)

Salientando que, nas versões mais recentes do Unity (pelo menos 5.4), já é possível de um modelo obter a Human Pose\(^2\). Basicamente, a Human Pose é constituída por: bodyPosition, body-Rotation e muscles. Por outras palavras, isto significa que é possível obter os dados que antes não era possível, como por exemplo, a partir de um músculo, obter a sua posição ou rotação em termos de coordenadas X, Y ou Z.

Imaginando que temos uma animação chamada IDLE usando os músculos teria a representação da Figura 5.12, onde é possível verificar que músculos são utilizados na animação, em que para cada músculos existe apenas um único valor a variar entre -1 e 1.

\(^2\)[https://docs.unity3d.com/ScriptReference/HumanPose.html]
Figura 5.12: Animação Antes da Conversão.

Aquando transformada a animação utilizando o plugin, esta fica com a representação da Figura 5.13, onde em vez de músculos para cada ponto, existe um ponto referencial normal, com as representações do sistema de coordenadas X, Y e Z.

Figura 5.13: Animação Depois da Conversão.
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Neste capítulo apresenta-se em detalhe o sistema de criação de animações automático. Este, ao contrário do anterior (Capítulo 5), é automático, o que significa que requer pouca intervenção do utilizador para a criação da animação que corresponde a um gesto no PE2LGP. A ideia é utilizar o sensor Kinect para capturar os movimentos do utilizador, criando assim uma animação. No sistema anterior, estes movimentos teriam todos que ser feitos com a intervenção do utilizador através da movimentação manual do modelo. Serão também apresentadas as componentes que se podem encontrar na interface deste sistema.

6.1 Introdução ao Sensor Kinect One

Antes de mais, o Kinect One é o mais recente sensor de captura de movimentos criado pela Microsoft e lançado em 2014. Em relação à versão anterior, lançada em 2010, esta destaca-se sobretudo em: maior resolução, quer na câmera de cores, quer na de profundidade, mais joints definidos no esqueleto, isto é, de 20 para 26, e mais esqueletos tracked.

A Microsoft em 2014, no mesmo ano do lançamento do sensor, lançou um plugin para o Unity\(^1\) que contém uma demo que mostra algumas das funcionalidades do Kinect usando a SDK. Por outras palavras, este plugin veio facilitar o trabalho dos desenvolvedores na criação de aplicações. Umas das opções que o plugin tem é a hipótese de fazer tracking ao corpo, sendo cada parte do skeleton captada representada por cubos que depois são ligados por meio de retas e atualizados a cada frame, tal como se pode verificar na figura Figura 6.1.

\[\text{Figura 6.1: Exemplo do Tracking.}\]

Portanto, a utilização deste plugin para o Unity foi o ponto de partida na utilização do sensor.

\(^1\)Disponível em: go.microsoft.com/fwlink/?LinkID=513177
6.2 Mapeamento do Skeleton Tracking ao Modelo

Passando os preliminares da ambientação ao sensor e depois de explorado o Plugin da Microsoft para o Unity, o principal foco foi mapear os pontos do skeleton capturados pelo Kinect, em qualquer avatar, em especial o modelo do PE2LGP. O plugin do Kinect para Unity que utiliza a SDK já faz o tracking de 26 pontos do esqueleto do corpo humano. O Unity, por sua vez, dado um modelo, é possível obter os mesmos 26 pontos do rig. Portanto, em cada frame em que se consegue capturar os pontos, são aplicadas algumas transformações a esses pontos, como por exemplo, normalizar e colocar no mesmo sistema de coordenadas. Posteriormente, os pontos tratados são mapeados no avatar. Assim, é possível movimentar qualquer avatar utilizando o Kinect. O próximo passo seria com esses movimentos criar uma animação. Para esta tarefa foi possível contar com a contribuição de Rumen Filkov que disponibilizou o seu projeto\(^2\) para fins de investigação. O seu blog, focado especialmente no Kinect, também foi importante\(^3\).

6.3 Comandos de Voz

Após o mapeamento dos pontos capturados pelo Kinect no modelo explicado na seção anterior, concluiu-se que seria necessário incluir comandos de voz, no mínimo um. A necessidade da introdução de comandos de voz surge em virtude de, se o utilizador usar o sistema sozinho para criar a animação, o movimento de ir até ao computador para terminar a animação faria parte da própria animação. Entre várias técnicas que poderia ter adotado, como por exemplo, reconhecimento de algum movimento indicativo de uma ação, optei pelos comandos de voz, considerando serem mais intuitivos e fáceis. Assim, o utilizador quando terminasse de criar a animação poderia completá-la através de um comando de voz sem ter de se deslocar até ao computador.

Mais uma vez, a implementação destes comandos foram feitos a partir das bibliotecas disponíveis na SDK. Basicamente, o microfone do Kinect ativa-se e fica à espera de receber input. Quando consegue captar, tenta interpretar e consequentemente classificar. A classificação tem um grau de confiança que varia entre 0 e 100 e dá-nos a quanto “certo” está o que dissemos.

Inicialmente foram implementados 4 comandos de voz:

1. **Recording**: Começar a gravar a animação.
2. **Stop**: Parar a gravação ou interromper a ação “Play”.
3. **Finish**: Concluir e voltar ao menu principal.
4. **Play**: Rever o que já teria sido gravado.

Sendo que, a aceitação da palavra estava inicialmente para um grau de confiança de pelo menos 0, ou seja, qualquer coisa seria interpretada como correta. Depois, e de forma empírica assumiu-se que só aceitava a classificação se o grau de confiança fosse acima dos 90 porcento, obtendo resultados melhores. No entanto, verificou-se que os comandos de voz nem sempre funcionam.

\(^2\)https://www.assetstore.unity3d.com/en/#!/content/18708
\(^3\)https://rfilkov.com/
dependem do ambiente, sobretudo do ruído presente. Por isso, decidi reduzir os comandos de voz a apenas o estritamente necessário, ou seja, o “Stop”.

Assim, o utilizador quando quiser começar a gravar, deve carregar na tecla “R” ou no botão “Start Recording” da interface (Figura 6.5), sendo que, a partir desse momento aparecerá um contador decrescente (Subsecção 6.4.4) que consiste no tempo de desconto (definido empiricamente 5 segundos) até a pessoa se colocar na posição TPose e visível perante o Kinect (Subsecção 6.4.5).

O comando de voz pode ser ativado ou desativado a qualquer momento recorrendo à interface (Figura 6.5). Além disso, a funcionalidade de “Stop”, ativada pela voz, pode também ser executada através de um botão na interface ou pressionando a tecla “S”.

6.4 Melhorias e Extras

Depois de estar concluída uma primeira versão deste sistema, foram feitas algumas melhorias e adicionadas algumas funcionalidade, sendo que esta seção tem como objetivo apresentar essas alterações.

As modificações surgiram em virtude da necessidade de tornar o sistema com a maior qualidade possível e também pelo feedback recebido através do evento LXMLS realizado no final do mês de Julho, onde várias pessoas tiveram oportunidade de ver e utilizar o sistema.

6.4.1 Limitações no Movimento Capturado

Inicialmente não foram impostas nenhumas restrições quanto ao movimento. achei que era uma experiência mais dinâmica para o utilizador ver a captura de todos os pontos, embora na altura da criação só estivessem a ser guardados os valores de alguns dos pontos.

No entanto, e devido ao feedback que obtive no evento LXMLS, tive de mudar esta abordagem por dois motivos. O primeiro é que não preciso de capturar todos os pontos do esqueleto, apenas os 8 pontos já referidos na Subsecção 5.3.1. Segundo, porque o fato de capturar todos os pontos iria contribuir para o aumento da probabilidade do sistema não funcionar, isto porque o sistema requer que o utilizador esteja numa posição em que todos os pontos pudessem ser capturados pelo sensor. Desta forma, ao limitar a captura para apenas 8 pontos, o utilizador tem mais liberdade no seu movimento, ou seja, basta que o Kinect consiga capturar da cintura para cima, podendo o utilizado estar, por exemplo, sentado.

6.4.2 Múltiplas Câmaras para Feedback

Mais uma vez, a pensar em questões de usabilidade, decidi integrar na interface múltiplas câmaras tal como se pode verificar indicado através dos números 1 e 2 presentes na Figura 6.2.

No lado esquerdo temos a câmara RGB do sensor, e no lado direito temos a mesma câmara RGB mas com 2 particularidades: a ilustração dos pontos capturados ligados por meio de retas que são

---

Figura 6.2: Referência às Duas Câmaras.

atualizados a cada frame, e a eliminação dos pixeis que não estão perto desses mesmos pontos dando um efeito Chroma Key. O Chroma key é uma técnica de efeito visual que consiste em colocar uma imagem sobre outra, anulando o background de uma delas através do anulamento de uma cor padrão, como por exemplo o verde ou o azul. Por outras palavras, esta técnica substitui o background de modo a isolar personagens ou objetos de interesse.

6.4.3 Câmara Principal Associada ao Modelo

Inicialmente, a câmera que está apontada ao modelo era independente e apanhava todo o corpo. As consequências negativas desta abordagem é que o utilizador ao movimentar-se para a frente ou para trás, o modelo faria o mesmo movimento e, portanto, ficaria ou mais distante ou mais perto. Na maioria dos casos ficava sempre distante, sendo que o espaço do ecrã não era totalmente ocupado e ficava difícil perceber o detalhe ao nível das mãos. Por essa razão, decidi mudar ligeiramente a metodologia da câmera, colocando-a como “filho” (child) do modelo, ficando assim associada ao mesmo. Quer isto dizer, que a câmera não é mais independentemente do modelo e move-se de acordo com o mesmo. Por outras palavras, o utilizador verá o modelo a ocupar todo o espaço do ecrã sempre. Além disso, e de acordo com a modificação descrita na Subseção 6.4.1, a câmera apanha somente o modelo da cintura para cima, visto que o resto não é importante e mantém-se sempre estático.

6.4.4 Contador Decremental na Criação da Animação

Existe um contador decremental com um valor definido empiricamente de 5 segundos (Figura 6.3). O objectivo deste contador é o início da criação da animação não começar imediatamente. Isto é útil especialmente quando o sistema é utilizado por uma única pessoa, sendo que a pessoa carrega na tecla “R” para começar a gravar e tem 5 segundos para se colocar na posição correta. Caso o utilizador não queira usar a interface, poderá usar os comandos de voz (Seção 6.3).
6.4.5 TPose

A TPose surgiu também em virtude do feedback do evento LXLMS. Basicamente, na primeira versão do sistema, não era pedido nada ao utilizador além de se ter de colocar numa posição suficiente para que o Kinect pudesse capturar. Contudo, aconteceu, por grande parte das vezes, o Kinect capturar mais do que uma pessoa por estarem próximas e começar a misturar os pontos de captura do modelo. Por isso, o modelo ficaria muitas vezes defeituoso, perturbando assim a criação das animações ou o sistema de um modo geral. Portanto, foi criada a TPose, em que é requerido ao utilizador, antes de começar a gravar, que se coloque nessa posição, de braços abertos e esticados (Figura 6.4). Desta forma, o Kinect captura apenas essa pessoa durante todo o processo, sem que outras consigam intervir.
6.4.6 Nome da Animação

Sem detalhar, este sistema de criação, dispõe como primeiro ecrã para a criação do ficheiro e da escolha do nome da animação, um menu análogo ao descrito na Seção 5.1 para o Sistema Manual.

6.4.7 Seleção da Configuração das Mãos

O Kinect, por omissão, não captura a mão ao nível do detalhe dos dedos. Na melhor das hipóteses, captura o ponto central da mão e o polegar, dependendo da posição da mão em relação ao Kinect. Desta forma, e sendo a LGP maioritariamente executada através das mãos, era necessário arranjar uma solução embora pudesse ser redutora, no sentido de limitar o sistema. Deste modo, o utilizador dispõe de 2 ecrãs, idênticos aos que foram descritos na Seção 5.2 para o Sistema Manual. Assim, existe a hipótese de escolher com qual das configurações das mãos quer criar a animação. Por outras palavras, a captura das mãos bem como outros pontos (Subseção 6.4.1), foram desativos, ou seja, permanecem estáticos durante a criação da animação. Assim sendo, esta é uma limitação deste sistema.

6.5 Interface

Nesta seção, tal como nos capítulos anteriores, pretendo apresentar a interface e todas as suas funcionalidades.

![Figura 6.5: Interface para Controlar o Kinect.]

1. **Record**: Inicia a gravação, começando pela aparição do contador decremental.
2. **Finish**: Completa a gravação e volta ao menu principal.
3. **Play**: Toca a gravação atual, ou seja, serve para ver o que já criamos até ao momento.
4. **Stop**: Para o que estiver a ser tocado.
5. **Microfone**: Ativa ou desativa os comandos de voz.

Além da interface, o utilizador pode aceder às mesmas ações (do ponto 1 até 4), pressionando nas teclas correspondentes às iniciais das ações: R para Record, F para Finish, P para Play e S para Stop.
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Neste capítulo é explicada a origem de unificar todos os sistemas e as modificações que posteriormente advieram. Em primeiro lugar, e como já foi referido anteriormente, o projeto foi pensando na criação de dois sistemas em plataformas diferentes que se interligam. O primeiro sistema é focado na mudança da arquitetura que introduz o motor de jogo Unity. O segundo, foca-se na utilização do sensor Kinect para a criação de animações. Porém, uma vez que o segundo sistema foi passado para o Unity, pensou-se em unificar ambos os sistemas e criar uma única aplicação, juntando também a interface explicada no Capítulo 4.

Inicialmente, a aplicação teria 3 sistemas: a interface (Capítulo 4), o sistema de criação manual (Capítulo 5) e o sistema de criação automático (Capítulo 6). Para complementar, ainda foi adicionado um sistema que permite visualizar todas as animações disponíveis no sistema (Seção 7.2).

7.1 Menu Principal

O menu principal que contém os quatro painéis (Figura 7.1), é o primeiro contato com o utilizador e tem como objetivo apresentar todos os sistemas disponíveis. Cada um é representado através de um painel que contém uma imagem ilustrativa e uma breve descrição.

![Figura 7.1: Painéis do Menu Principal.](image)

O utilizador poderá escolher qualquer um dos sistemas e voltar ao menu principal a qualquer momento.

7.2 Visualizador das Animações

O visualizador das animações corresponde ao último painel apresentado na figura Figura 7.1 e tem como objetivo dar a hipótese ao utilizador de poder visualizar todas as animações que contém o modelo, ou seja, ver todos os gestos do PE2LGP. Para cada gesto é possível:

1. Ver repetidamente até ordem contrária.
2. Parar.
3. Apagar.
No caso da ação apagar, esta tem duas características. A primeira, é que só é possível em animações que não sejam padrão, isto é, que forem criadas através da nova arquitetura do PE2LG e não da anterior. Por outras palavras, só é possível apagar animações que forem criadas, ou pelo sistema 1, ou pelo sistema 2. A segunda, é que o utilizador ao fazer uso desta ação, ser-lhe-á apresentado um menu de confirmação, evitando assim, cometer erros.

Deste modo, a figura Figura 7.2 representa o visualizador e as respetivas ações para cada gesto.

![Figura 7.2: Interface Principal da Lista de Animações.](image)

Além das três principais ações, o utilizador poderá ainda, tal como no primeiro sistema criado em virtude da modificação à arquitetura apresentado no Capítulo 4, interagir com o modelo para:

1. Movimentar o modelo em torno do seu próprio eixo X.
2. Fazer zoom-in ou zoom-out ao modelo.

### 7.3 Usabilidade e Design

Na unificação do sistema foram focados dois pontos principais: a usabilidade e o design. Assim, tentou-se sempre transparecer a imagem de que o sistema seria apenas um e não 3 separados que, por acaso, teriam sido ligados. Por isso, era importante, criar algum tipo de consistência entre os diferentes ecrás presentes.

No diz que respeito ao painéis do menu principal, decidiu-se juntar não só uma breve descrição do que representa o sistema, mas também uma imagem ilustrativa.

As cores foram escolhidas de forma empírica, resultando assim em 4 principais: roxo, branco, preto, e bege. O objetivo era que as cores claras em conjunto com as escuras, pudessem não só fazer contraste, mas também que não atrapalhem o modelo e as suas animações. No caso de cores escuras, pude verificar que por vezes era difícil distinguir os vários elementos do modelo.
Além do logótipo e das cores definidas, foi preciso manter a consistência noutros aspectos, como por exemplo: o tamanho e o tipo de fonte, mensagens de erro, ícones e as suas respetivas posições, assim como é o caso do ícone para voltar ao menu principal que se encontra no canto superior direito de todos os ecrás.

7.4 Conclusão

Esta unificação permitiu juntar e manter consistentes os 3 sistemas apresentados nos capítulos anteriores e que são provenientes dos objetivos definidos inicialmente. Por um lado, temos a interface, e por outro, dois sistemas de criação de gestos. Para complementar a experiência do utilizador, ainda é possível visualizar todos os gestos. Assim sendo, pode-se dizer que o PE2LGP contém 4 sistemas.
Avaliação
Este capítulo tem como objetivo apresentar as metodologias, os resultados e as conclusões da avaliação aos 3 sistemas descritos nos capítulos anteriores.

O propósito da avaliação foi:

1. Testar a usabilidade dos 3 sistemas.
2. Avaliar a qualidade dos gestos produzidos pelos sistemas 2 e 3.
3. Comparar os sistemas 2 e 3.

A avaliação focou-se principalmente nos dois sistemas de criação de gestos: o sistema 2 (Capítulo 5) e o sistema 3 (Capítulo 6). Estes dois sistemas tiveram dois momentos de avaliação.

Num primeiro momento, pretendeu-se perceber como é que pessoas de diferentes áreas se adaptavam na utilização dos sistemas. Depois, num segundo momento, foi necessário perceber se os gestos produzidos pelos sistemas tinham qualidade, isto é, se eram adequados para serem utilizados no contexto da LGP.

8.1 Métodos

Os métodos utilizados consistiram em pedir a pessoas para realizarem um conjunto de tarefas e, posteriormente, para preencherem um questionário.

O procedimento da avaliação foi semelhante nos 3 sistemas. Em primeiro lugar, foi feita uma breve apresentação de todo o PE2LGP e, depois, entregue, por cada sistema, 2 conjuntos de folhas: o primeiro com uma explicação mais detalhada do sistema em questão, e o outro com as tarefas a realizar, bem como um questionário¹. Para que ambos os sistemas de criação pudessem ser comparados, as tarefas, bem como os questionários, foram idênticos. Relativamente ao segundo momento da avaliação dos sistemas de criação de gestos, foi utilizado apenas o questionário.

8.1.1 Sistema 1

Relativamente ao primeiro sistema foi pedido aos avaliadores que realizassem dois conjuntos de tarefas. O primeiro para testarem a componente linguística, onde era pedido para introduzirem diferentes inputs através da interface. O segundo era relativo à usabilidade, onde era pedido para testarem as várias funcionalidades do sistema, como por exemplo, aumentar e diminuir a velocidade do gesto.

8.1.2 Sistemas 2 e 3 - Primeiro Momento

Dado que a avaliação envolvendo os três sistemas e a criação de um gesto, demoraria entre 30 a 45 minutos, decidiu-se que cada utilizador criaria um gesto em cada sistema (resultando em 10 no final da avaliação).

¹O formato de documento utilizado para todos os questionários poderá ser encontrado nas seções dos anexos Subsecção A.1.1, Subsecção A.1.2 e Subsecção A.1.3).
Os 5 gestos definidos para a criação foram retirados do Dicionário de Língua Gestual Portuguesa de Ana Baltazar e também da página Spreadthesign. Nesta escolha surgiram as primeiras dificuldades. O segundo sistema, o automático que utiliza o sensor Kinect, não pode alternar a configuração das mãos durante a criação do gesto, pelo que, estariam excluídos muitos gestos. Além disso, tendo em conta o dicionário de LGP e a página Spreadthesign, existe uma inconsistência na forma como são produzidos os gestos, pelo que, foi um desafio obter gestos que se realizassem da mesma forma. Depois, foi ainda preciso garantir que era possível criar os gestos através de ambos os sistemas.

Ultrapassados os problemas iniciais, foram definidos para criação os seguintes gestos:

1. Baixo:
   - Dicionário: página 93
   - Spreadthesign: https://media.spreadthesign.com/video/mp4/6/304870.mp4

2. Hoje:
   - Dicionário: página 434
   - Spreadthesign: https://media.spreadthesign.com/video/mp4/6/4201.mp4

3. Mal:
   - Dicionário: página 599
   - Spreadthesign: https://media.spreadthesign.com/video/mp4/6/5381.mp4

4. Noite:
   - Dicionário: página 700
   - Spreadthesign: https://media.spreadthesign.com/video/mp4/6/16558.mp4

5. Pagar:
   - Dicionário: página 759
   - Spreadthesign: https://media.spreadthesign.com/video/mp4/6/16655.mp4

Cada utilizador teria de criar um dos cinco gestos, tendo como auxílio, não só o dicionário para consulta, para verificar como era executado o gesto, como também uma página HTML reunindo vídeos a ilustrar como executar os gestos.

8.1.3 Sistemas 2 e 3 - Segundo Momento

Depois de criados os 5 gestos por cada um dos sistemas, pessoas ligadas à LGP avaliariam a sua qualidade, utilizando para isso um questionário composto por várias perguntas e vídeos dos gestos.

---

2 https://www.portoeditora.pt/produtos/ficha/dicionario-de-lingua-gestual-portuguesa/3501376
O utilizador teria de identificar, através do vídeo, qual era o gesto que estava a ser executado e, caso conseguisse, teria, de acordo com uma escala de 1 a 5, avaliar a qualidade do gesto no contexto da LGP.

8.2 Participantes

No que diz respeito ao primeiro momento de avaliação, foram utilizadas 6 pessoas: 3 estudantes da área da Engenharia Informática, 1 um estudante ligado à LGP e 2 funcionários do IST não ligados à LGP nem à informática. O aluno envolvido na LGP é fluente em Libras e um potencial utilizador do PE2LGP. São todos da região de Lisboa e com idades compreendidas entre os 22 e os 33 anos.

O questionário correspondente ao segundo momento da avaliação dos sistemas 2 e 3, foi avaliado por um grupo de 6 pessoas ligadas à LGP. Os avaliadores são das regiões de Lisboa, Amadora e Oeiras, têm entre 22 a 52 anos e exercem as seguintes profissões: psicologa, assistente social, professora, apoio de lavandaria, técnica e audiologista.

8.3 Métricas

As métricas usadas em todos os sistemas basearam-se em perguntas dos questionários, com o principal foco na usabilidade. As perguntas dos questionários tinham uma escala de 1 até 5, ou então resposta binária de “Sim” ou “Não”, sendo que, em caso negativo, o utilizador teria de a justificar.

8.3.1 Sistema 1

O questionário utilizado no sistema 1 é composto por 10 perguntas e corresponde à Tabela 8.1:

<table>
<thead>
<tr>
<th>Pergunta</th>
<th>Escala</th>
</tr>
</thead>
<tbody>
<tr>
<td>4  De um modo geral como avalia o sistema?</td>
<td>1 - Difícil até 5 - Fácil;</td>
</tr>
<tr>
<td>5  Qual é a dificuldade na utilização de todo o sistema?</td>
<td></td>
</tr>
<tr>
<td>8  De um modo geral como avalia o sistema?</td>
<td>1 - Mau até 5 - Bom;</td>
</tr>
<tr>
<td>1  Conseguiu perceber a transcrição de todos os gestos?</td>
<td></td>
</tr>
<tr>
<td>2  O tamanho da transcrição é adequado?</td>
<td></td>
</tr>
<tr>
<td>3  A velocidade dos gestos é adequada?</td>
<td>Sim; Não;</td>
</tr>
<tr>
<td>6  Adicionava mais opções?</td>
<td></td>
</tr>
<tr>
<td>7  Removia alguma opção?</td>
<td></td>
</tr>
<tr>
<td>9  Acha o sistema útil para aprender Língua Gestual Portuguesa?</td>
<td></td>
</tr>
<tr>
<td>10  Tem alguma ideia para melhorar o sistema?</td>
<td></td>
</tr>
</tbody>
</table>


A tabela foi ordenadas pela escala para uma melhor análise aos resultados.
O âmbito das perguntas focou-se sobretudo em perceber como teria sido a experiência do utilizador com o sistema, a sua opinião em alguns aspectos, como por exemplo, se removia opções ou se achava o sistema útil no contexto da LGP e, por fim, se tinha conseguido realizar as tarefas requeridas.

8.3.2 Sistemas 2 e 3 - Primeiro Momento

Quanto aos sistemas 2 e 3, o questionário contém 9 perguntas e corresponde à Tabela 8.2:

<table>
<thead>
<tr>
<th>Pergunta</th>
<th>Escala</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 De um modo geral como avalia o sistema?</td>
<td>1 - Mau até 5 - Bom;</td>
</tr>
<tr>
<td>3 Qual é a dificuldade na utilização de todo o sistema?</td>
<td>1 - Difícil até 5 - Fácil;</td>
</tr>
<tr>
<td>5 Qual é a dificuldade na utilização de todo o sistema?</td>
<td></td>
</tr>
<tr>
<td>2 Conseguir criar todos os gestos?</td>
<td>Sim; Não;</td>
</tr>
<tr>
<td>4 Percebeu como funcionava todo o sistema?</td>
<td></td>
</tr>
<tr>
<td>6 Acha as opções disponibilizadas adequadas?</td>
<td></td>
</tr>
<tr>
<td>7 Adicionava mais opções?</td>
<td></td>
</tr>
<tr>
<td>8 Acha o sistema útil para a Língua Gestual Portuguesa?</td>
<td></td>
</tr>
<tr>
<td>9 Tem alguma ideia para melhorar o sistema?</td>
<td></td>
</tr>
</tbody>
</table>

Tabela 8.2: Questionário Utilizado no Primeiro Momento da Avaliação dos Sistemas 2 e 3.

Tal como no sistema anterior, a escolha das perguntas surge em forma de tentar perceber como foi a interação do utilizador com os sistemas relativamente à usabilidade.

Além do questionário, foi utilizada uma métrica complementar: o tempo de criação de cada gesto.

8.3.3 Sistemas 2 e 3 - Segundo Momento

Cada avaliador tinha como tarefa identificar e classificar cada um dos 5 gestos: baixo, hoje, mal, noite e pagar. O questionário continha 3 perguntas por gesto e corresponde à Tabela 8.3:

<table>
<thead>
<tr>
<th>Pergunta</th>
<th>Escala</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Penso que o gesto é:</td>
<td>Resposta aberta;</td>
</tr>
<tr>
<td>2 Tendo em conta a palavra que identificou, quão preciso considera o gesto executado pela Catarina?</td>
<td>0 - Não Reconheço, 1 - Mau até 5 - Perfeito;</td>
</tr>
<tr>
<td>3 Sugestões e/ou críticas (Opcional):</td>
<td>Resposta aberta;</td>
</tr>
</tbody>
</table>

Tabela 8.3: Questionário Utilizado no Segundo Momento da Avaliação dos Sistemas 2 e 3.

A tabela foi ordenadas pela escala para uma melhor análise aos resultados.
8.4 Resultados

Os resultados\(^6\) foram obtidos através das respostas dos questionários, de notas tiradas durante a avaliação e, no caso do primeiro momento dos sistemas 2 e 3, também da anotação do tempo de criação de cada gesto criado.

8.4.1 Sistema 1

Através dos resultados do questionário (Tabela 8.4, Figura 8.1 e Figura 8.2), podemos concluir uma consistência nas respostas entre diferentes utilizadores. O sistema é de fácil utilização e todas as opções adequadas. No entanto, todos os utilizadores sugerem a introdução de uma ou outra opção, nomeadamente um botão “Play”, sugerem ainda que o cursor esteja sempre na caixa de texto da interface. As alterações poderão melhorar a experiência do utilizador. Além disso, todos acharam o sistema útil no contexto da LGP.

<table>
<thead>
<tr>
<th>Pergunta</th>
<th>Pessoas</th>
<th>Total</th>
<th>Escala</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4 5 5 5 5 5</td>
<td>4,8</td>
<td>1 - Difícil até 5 - Fácil;</td>
</tr>
<tr>
<td>5</td>
<td>5 4 5 5 5 5</td>
<td>4,8</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5 2 5 5 5 5</td>
<td>4,5</td>
<td>1 - Mau até 5 - Bom;</td>
</tr>
<tr>
<td>1</td>
<td>1 1 1 1 1 1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1 1 1 1 1 1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1 1 1 1 1 1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1 0 1 1 1 0</td>
<td>0,7</td>
<td>0 - Não e 1 - Sim;</td>
</tr>
<tr>
<td>7</td>
<td>0 0 0 0 0 0</td>
<td>0,0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1 1 1 1 1 1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0 0 1 0 1 0</td>
<td>0,3</td>
<td></td>
</tr>
</tbody>
</table>

\(6\)Os resultados de todos os questionários podem ser encontrados nas seções dos anexos: Subseção A.1.3, Subseção A.1.4, Subseção A.1.5 e Subseção A.1.6
8.4.2 Sistema 2 - Primeiro Momento

O principal foco foi perceber a adaptação do utilizador ao sistema. De um modo geral, analisando os resultados (Tabela 8.5, Figura 8.3, Figura 8.4 e Figura 8.5), a adaptação foi positiva, melhor do que o esperado. Utilizadores ligados a áreas diferentes da informática, como é o caso do aluno ligado à LGP e dos dois trabalhadores, facilmente se adaptaram. No entanto, em alguns casos, ainda persistiu alguma dificuldade em fazer a rotação desejada do modelo. As dificuldades podem ser ultrapassadas ao longo do tempo de utilização, embora com esta avaliação não se pudesse comprovar.

A criação de um gesto durou em média 11.8 minutos. Os valores por gesto podem ser consultados através da Figura 8.5.

Foi unânime que as opções são adequadas: o utilizador percebeu o funcionamento do sistema, foi capaz de realizar todas as tarefas e acha o sistema útil no contexto da LGP.
### Tabela 8.5: Resultados do Questionário Utilizado na Avaliação do Sistema 2.

<table>
<thead>
<tr>
<th>Perguntas</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Total</th>
<th>Escala</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4,8</td>
<td>1 - Mau até 5 - Bom;</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4,0</td>
<td>1 - Difícil até 5 - Fácil;</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>4,5</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0,5</td>
<td>0 - Não e 1 - Sim;</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0,3</td>
<td></td>
</tr>
</tbody>
</table>

Tal como o sistema anterior, os utilizadores sugerem a adição de mais funcionalidades, nomeadamente: edição de frames, rotação completa da mão incluindo os dedos em vez do limite ser o pulso, escolha da configuração das mãos por imagem e não só por texto, rotação de vários pontos do rig em simultâneo criando um efeito de “arrastamento”, limitar melhor o ângulo de rotação dos 8 pontos definidos, entre outros.

**Figura 8.3:** Resultados das Perguntas 1, 3 e 5, do Questionário do Sistema 2.

**Figura 8.4:** Resultados das Perguntas 1, 2, 3, 6, 7 e 9, do Questionário do Sistema 2.
Observação: O gesto baixo encontra-se repetido na Figura 8.5 porque foi criado por duas pessoas.

8.4.3 Sistema 3 - Primeiro Momento

Considerando os resultados (Tabela 8.6, Figura 8.6, Figura 8.7 e Figura 8.8), o sistema 3 revelou-se mais instável do que o esperado, no sentido em que alguns utilizadores, ou não conseguiram concluir a tarefa ou tiveram dificuldades em fazê-lo, isto porque foi avaliado num ambiente diferente daquele em que foi produzido. Em alguns casos, o ruído no momento da avaliação foi constante, dificultando o reconhecimento de voz por parte do sensor Kinect. Houve mesmo um utilizador que não conseguiu concluir a tarefa, devido a não conseguir parar a gravação através dos comandos de voz. Além disso, este não foi o único obstáculo: muitas vezes, sobretudo com pessoas fora da área da informática, a compreensão do funcionamento do reconhecimento de voz não foi adequado, sendo que a pausa entre comandos não era a suficiente para que fosse feito o reconhecimento. Desta forma, praticamente todos os utilizadores tiveram problemas a parar a gravação do gesto ou até mesmo a concluí-la, sobretudo quando havia algum ruído no ambiente. Por vezes, a paragem da gravação tinha de ser feita recorrendo aos botões na interface. Contudo, os resultados não evidenciam esses problemas, devido às perguntas dos questionários não terem em conta problemas na realização da tarefa, mas sim, se foi ou não concluída.

À parte deste problema e das limitações do próprio sistema, como por exemplo, não estar a ser feita a captura das mãos e a rotação de alguns pontos do corpo, o sistema revelou-se fácil de utilizar.

A criação de um gesto durou em média 2.4 minutos. Os valores por gesto podem ser consultados através da Figura 8.8.

Houve apenas uma única sugestão para adicionar novas funcionalidades e refere-se quase que à mistura de ambos os sistemas, isto é, criar o gesto com o Kinect e, em algum momento, reforçar a captura manualmente em pontos específicos, utilizando um mecanismo semelhante ao sistema 2.

No entanto, este sistema, ao contrário do anterior, não está adequado para o uso no contexto da LGP, devido não só às limitações já referidas anteriormente, como aos problemas encontrados na
Tabela 8.6: Resultados do Questionário Utilizado na Avaliação do Sistema 2. N.R - Não Respondeu (um dos seis utilizadores, não teve oportunidade de avaliar este sistema).

<table>
<thead>
<tr>
<th>Perguntas</th>
<th>Pessoas</th>
<th>Total</th>
<th>Escala</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0,8</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0,0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0,4</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0,0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1,0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>1</td>
<td>0,8</td>
</tr>
</tbody>
</table>

Figura 8.6: Resultados das Perguntas 1, 3 e 5, do Questionário do Sistema 3.

Figura 8.7: Resultados das Perguntas 1, 2, 3, 6, 7 e 9, do Questionário do Sistema 3.
8.4.4 Sistema 2 - Segundo Momento

Os 10 gestos, 5 em cada sistema, foram criados por mim e enviados aos avaliadores através de um questionário online. Os resultados (Figura 8.9 e Figura 8.14) revelam que poucas pessoas acertaram os gestos, apenas 3 gestos foram descobertos uma vez. Algumas pessoas não responderam e outras responderam erradamente, pelo que a classificação dos gestos não é precisa. As classificações oscilam entre todos os valores da escala. Assim sendo, pode-se concluir que os gestos não estão a ser realizados de modo adequado no contexto da LGP.
8.4.5 Sistema 3 - Segundo Momento

Os resultados do segundo momento do sistema 3 (Figura 8.12 e Figura 8.13) são semelhantes ao do sistema 2, isto é, poucas pessoas acertaram os gestos e a classificação oscilou entre os vários valores da escala. No entanto, quanto à classificação, verificou-se que foi pior, sendo o valor mais registado o zero (não reconhecimento). Tal como foi a avaliação anterior, conclui-se que os gestos não estão a ser realizado de modo adequado no contexto da LGP.

Figura 8.12: Número de Pessoas que Adivinharam os Gestos do Questionário do Sistema 3.

8.4.6 Comparação entre os Sistemas 2 e 3

Há dois fatores importantes que distinguem os sistemas. Por um lado, o sistema 3, no tempo de criação é superior ao primeiro, uma vez que dura menos de um terço do que o sistema 2. Por outro lado, a dificuldade em criar um gesto poderá depender da sua complexidade, no entanto, relativamente àqueles que foram testados, o sistema 2 revelou-se melhor. No que diz respeito à flexibilidade, o sistema 3 é inferior, não só por estar limitado pela captura do Kinect, como também não ser possível alternar a configuração das mãos durante a gravação.

No contexto da LGP não se conseguem produzir gestos de qualidade, ainda assim, o sistema 2 foi superior na classificação que obteve através da avaliação.

8.5 Conclusão

A evolução feita ao PE2LGP revelou-se, de um modo geral, positiva. Todos os sistemas são úteis no contexto da LGP e de fácil utilização. Contudo, cada uma deles, ainda tem de evoluir para que possa ser transformado num produto final e ser usado num contexto profissional.

No sistema 1, o principal foco é melhorar a componente linguística. No sistema 2, é preciso dar uma maior liberdade ao utilizador do controlo com o modelo, bem como adicionar um conjunto de opções sugeridas nos questionários. No sistema 3, é necessário melhorar os comandos de voz, assim como adicionar a captura das mãos ao nível do detalhe das mãos e também uma melhor detecção das rotações dos pontos capturados pelo Kinect.

Quanto à qualidade dos gestos no contexto da LGP, os resultados além de negativos foram inconclusivos. Os avaliadores tinham de preencher um questionário onde era requerido que identificassem 5 gestos através de vídeos e posteriormente classificassem-nos. O grupo testado nesta parte da avaliação era composto por 6 pessoas, com diferentes níveis de LGP e de diferentes regiões. Existem vários fatores que poderão ter levado a esses resultados, como por exemplo, o nível de LGP ser baixo. Assim, terão de ser aprofundados esses fatores através de um outro tipo de avaliação e um grupo de focus maior.
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Os objetivos deste trabalho focaram-se em duas principais vertentes: tornar o sistema mais flexível e agilizar o modo de criação de novos gestos.

Em primeiro lugar, destaca-se a introdução de um motor de jogo, o Unity. Esta modificação surge em virtude da necessidade de eliminar a dependência que existia ao Blender, isto porque qualquer modificação requeria sempre a intervenção no Blender. Deste modo, o projeto foi exportado para o Unity, dando assim uma maior flexibilidade e quebrando a dependência ao Blender. Além disso, foi criada uma REST API para fazer a comunicação com a componente linguística que também ficou independente do Blender. Essa componente sofreu algumas alterações, sendo que agora é possível ter controlo de cada uma das fases do processamento do texto. Uma vez que é independente, poderá ainda ser desenvolvida à parte do PE2LGP ou ligada a outro projeto.

Depois, numa tentativa de agilizar o modo de criação de novos dados, foram criados dois sistemas para criar gestos, no Unity. O primeiro sistema, manual, denominado sistema 2, permite ao utilizador criar novos gestos, interagindo diretamente com o modelo, usando para isso uma interface. O segundo, automático, denominado sistema 3, também permite a criação de gestos, mas utilizando o sensor Kinect One, automatizando assim todo o processo.

O sistema manual tem a vantagem ter vários níveis de liberdade na criação dos gestos, sobretudo ao nível das rotações. É possível fazer praticamente todos os movimentos e rotações utilizados nos gestos da LGP. No sistema automático, os movimentos, em particular as rotações dos braços, estão dependentes da captura do sensor Kinect, que na maior parte das vezes tem um grau elevado de erro, não na captura da posição, mas na rotação. Por outro lado, no sistema automático, a vantagem é o tempo de criação, que é muito reduzido em comparação com o sistema manual.

Inicialmente, estes sistemas, em particular o automático, foram pensados para serem independentes da mudança da arquitetura e do Unity. No entanto, de modo a maximizar a experiência do utilizador e a qualidade do projeto, foram criados e juntos no Unity. Assim sendo, existem 3 sistemas no Unity: a interface criada em virtude da importação do PE2LGP para o Unity, o sistema manual e o sistema automático. Além destes 3, ainda foi criado um outro para complementar, o “Visualizador de Animações” que, como o nome sugere, é uma interface para ver e/ou eliminar os gestos existentes.

Os objetivos definidos inicialmente foram todos cumpridos com sucesso. Mas, sendo este projeto, em particular os dois sistemas de criação de gestos, protótipos, requerem trabalho futuro, pelo que não produzem o melhor resultado possível nem são um produto final.

9.1 Dificuldades

As maiores dificuldades foram sobretudo em ultrapassar problemas encontrados durante a criação dos dois sistemas de criação de animações, com ênfase na criação da própria animação.

O Unity é conhecido como um motor de jogo, onde geralmente não se fazem animações nem modelações, estas são feitas recorrendo a outros programas, tais como o Autodesk 3DS Max ou o Blender. No entanto, o Unity contém uma componente de criação de animações, mas que a maioria dos desenvolvedores, ou desconhece, ou simplesmente não utiliza, recorrendo aos programas exter-
nos. Deste modo, a documentação e a ajuda na resolução de problemas neste contexto é reduzida, pelo que a destaco como tendo sido o maior desafio neste trabalho.

9.2 Trabalho Futuro

Tal como foi dito anteriormente, tanto o PE2LGP original, são protótipos, e como tal requerem trabalho futuro. Desta forma, destaco os seguintes objetivos:

1. Criar de um sistema semelhante ao sistema 2, manual, mas dedicado à criação e edição de configurações de mãos.

2. Guardar num servidor as animações criadas pelo sistema manual e automático. É necessário um mecanismo para enviar e receber pedidos do servidor, algo semelhante ao que foi feito com a REST API da componente linguística.

3. Elaborar a componente linguística. É necessário um estudo aprofundado da língua, para que depois se possam extrair todas as informações e aplicá-las no PE2LGP.

4. Exportar para web e dispositivos móveis.

5. Implementar e, posteriormente, melhorar a captura das mãos através do Kinect.

6. Melhorar as rotações dos pontos capturados pelo Kinect no sistema automático.

7. Integrar o sensor Leap Motion no PE2LGP e utilizá-lo em conjunto com o Kinect no âmbito do sistema automático.

8. Utilizar o sistema manual como base para a criação de um outro que converte texto em animações. O texto é semelhante às descrições presentes no Dicionário de Língua Gestual. Por exemplo, “mão dominante em configuração 9 que toca duas vezes junto ao pescoço do mesmo lado” seria automaticamente convertido para uma animação.


10. Integrar expressões faciais, utilizando, por exemplo, a ajuda do sensor Kinect e dos recursos mencionados no trabalho relacionado.

11. Adicionar mais níveis de rotação no sistema 2. Por exemplo, ao movimentar o pulso, poderá também mover-se o cotovelo e o ombro.

12. Exportar os gestos de qualquer palavra ou frase para vídeo.

Salientando que já foram realizadas experiências com o sensor Leap Motion, inclusive com a última atualização, a Orion. A captura do sensor por omissão utilizando as bibliotecas disponibilizadas pelos desenvolvedores sofreu várias melhorias, mas dedicadas à realidade virtual, o que requer
um uso diferente (no que diz respeito à disposição) do suposto neste projeto. Assim sendo, a captura é razoável, mas não suficiente para abranger gestos na LGP.

Também foi testado o uso do Kinect e do Leap Motion em simultâneo, com ênfase na disposição dos sensores. Uma delas é o utilizador poder estar sentado e os dispositivos à sua frente, para que seja feita a captura por ambos os sensores.

O sugerido é que sejam captadas as mãos com ambos os sensores, utilizando as bibliotecas por omissão e também através de algoritmos (como por exemplo vários dos mencionados no trabalho relacionado), e posteriormente aplicar o resultado ao sistema automático, o que requer um mapeamento semelhante ao já criado, mas dedicado às mãos.
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Anexos
A.1 Questionários

Nesta seção serão apresentados todos os questionários utilizados na avaliação dos 3 sistemas descritos no Capítulo 4, no Capítulo 5 e no Capítulo 6. Os questionários incluem não só os modelos, como também todos os resultados obtidos preenchidos pelos próprios utilizadores.

Nota: Caso esteja a visualizar a versão impressa deste trabalho, recomenda-se, para uma melhor percepção das imagens, o uso da versão digital em formato PDF.

A.1.1 Modelo do Questionário do Sistema 1

A Figura A.11, a Figura A.9, a Figura A.28 e a Figura A.25, representam o modelo utilizado no questionário de avaliação do primeiro sistema.

Salientado que o modelo da capa da Figura A.11, é utilizada em todos os questionários. Assim, esta figura não será repetida nas próximas seções.
A.1.2 Modelo do Questionário 1 dos Sistemas 2 e 3

A Figura A.5, a Figura A.6 e a Figura A.7, representam o modelo utilizado no questionário das avaliações dos sistemas 2 e 3.
O objetivo das tarefas é, a partir do sistema descrito anteriormente, criar 5 gestos. Os gestos podem ser consultados no Dicionário de Língua Gestual ou então através da página: https://www.spreadthesign.com/pt/

Criação de cinco gestos.
Crie os seguintes gestos:

1. Baixo
2. Hoje
3. Mal
4. Noite
5. Pagar

Nota: Deve usar o formato NOME_DO_GESTO + INDICADOR, por exemplo, Dia1, sendo que o valor do INDICADOR será-lhe dado.

Figura A.5: Modelo do Questionário 2 e 3 (2 de 4).

Figura A.6: Modelo do Questionário 2 e 3 (3 de 4).

Figura A.7: Modelo do Questionário 2 e 3 (4 de 4).
A.1.3 Modelo e Resultados do Questionário 2 dos Sistemas 2 e 3

O PE2LGP é um protótipo desenvolvido no L2F/INESC-ID, que tem como objectivo traduzir, em tempo real, frases de Português Europeu em Língua Gestual Portuguesa, através de um avatar (a Catarina). No quadro de uma tese de mestrado, pretende-se avaliar quão perceptíveis e precisos são cinco gestos cliente-avtar. Desde já obrigado pelo seu feedback.

Para mais informações, utilize os seguintes contactos:
ruben.d.santos@tecnico.ulisboa.pt ou luisa.coheur@tecnico.ulisboa.pt.

Figura A.8: Modelo do Questionário 4 (Capa).

Figura A.9: Seção 1 de 3 do Questionário 4.

Figura A.10: Seção 2 de 3 do Questionário 4.

Figura A.11: Seção 3 de 3 do Questionário 4.
Os restantes questionários foram omitidos devido à sua extensão e repetição.

A.1.4 Resultados dos Questionários do Sistema 1

**Figura A.12:** Resultado do Questionário do Sistema 1 - Pessoa 1 de 6.

**Figura A.13:** Resultado do Questionário do Sistema 1 - Pessoa 2 de 6.
Questionário

1. Consegue perceber e transcrever de todas as gerações?
   - Sim
   - Não

2. O tamanho da transcrição é adequado?
   - Sim
   - Não

3. A velocidade de geração é adequada?
   - Sim
   - Não

4. Qual é a dificuldade das tarefas executadas? 1 - Fácil, 5 - Difícil
   - 1
   - 2
   - 3
   - 4
   - 5

5. Qual é a dificuldade na utilização de todo o sistema? 1 - Fácil, 5 - Difícil
   - 1
   - 2
   - 3
   - 4
   - 5

6. Adicionas mais opções?
   - Sim
   - Não

7. Renova algumas opções?
   - Sim
   - Não

8. De um modo geral como avalia o sistema? 1 - Mau, 5 - Bom
   - 1
   - 2
   - 3
   - 4
   - 5


Figura A.14: Resultado do Questionário do Sistema 1 - Pessoa 3 de 6.

Questionário

1. Consegue perceber e transcrever de todas as gerações?
   - Sim
   - Não

2. O tamanho da transcrição é adequado?
   - Sim
   - Não

3. A velocidade de geração é adequada?
   - Sim
   - Não

4. Qual é a dificuldade das tarefas executadas? 1 - Fácil, 5 - Difícil
   - 1
   - 2
   - 3
   - 4
   - 5

5. Qual é a dificuldade na utilização de todo o sistema? 1 - Fácil, 5 - Difícil
   - 1
   - 2
   - 3
   - 4
   - 5

6. Adicionas mais opções?
   - Sim
   - Não

7. Renova algumas opções?
   - Sim
   - Não

8. De um modo geral como avalia o sistema? 1 - Mau, 5 - Bom
   - 1
   - 2
   - 3
   - 4
   - 5


Figura A.15: Resultado do Questionário do Sistema 1 - Pessoa 4 de 6.
Figura A.16: Resultado do Questionário do Sistema 1 - Pessoa 5 de 6.

Figura A.17: Resultado do Questionário do Sistema 1 - Pessoa 6 de 6.
A.1.5 Resultados dos Questionários do Sistema 2

Figura A.18: Resultado do Questionário do Sistema 2 - Pessoa 1 de 6.

Figura A.20: Resultado do Questionário do Sistema 2 - Pessoa 3 de 6.


A.1.6 Resultados dos Questionários do Sistema 3

Figura A.24: Resultado do Questionário do Sistema 3 - Pessoa 1 de 5.

Figura A.25: Resultado do Questionário do Sistema 3 - Pessoa 2 de 5.
Figura A.26: Resultado do Questionário do Sistema 3 - Pessoa 3 de 5.

Figura A.27: Resultado do Questionário do Sistema 3 - Pessoa 4 de 5.
Figura A.28: Resultado do Questionário do Sistema 3 - Pessoa 5 de 5.