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ABSTRACT

Polarity detection is a research topic of major interest, with many applications including detecting the polarity of product reviews. However, in some cases, the polarity of the product reviews might not be available while the polarity of the product itself might be, prohibiting the use of any form of fully supervised learning technique. This scenario, while different, is close to that of multiple instance learning (MIL). In this work we propose two new adaptations of support vector machines (SVM) for MIL, \( \theta \)-MIL, to suit this new scenario, and infer the polarity of products and product reviews. We perform experiments on the proposed methods using the IMDb movie review corpus, and compare the performance of the proposed methods to the traditional SVM for MIL approach. Although we make weaker assumptions about the data, the proposed methods achieve a comparable performance to the SVM for MIL in accurately detecting the polarity of movies and movie reviews.
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1. INTRODUCTION

Polarity detection in documents, meaning inferring if the overall sentiment of a piece of text is positive or negative, has attracted increasing attention in recent years [1], particularly with the advent of online reviews for products or media content, and the increase in popularity of online platforms like Twitter [2]. With the large number of reviews available online, polarity detection could provide a valuable tool to benefit both the audience of a product with a succinct summary of the sentiment for that product, as well as for their makers, with a succinct feedback from the users of the product.

Movie reviews are a prime example of documents where people express their sentiment for something specific. Moreover, some reviews may be accompanied by a quantified measure of polarity, like a rating based on a 5 star system, that can be used to compute the polarity after thresholding. In such scenario, where the movie reviews and the polarities are available, it is possible to solve the problem of inferring the polarity of a new review using a number of supervised machine learning approaches. However, instance-level ratings might not be always available, while movie-level polarities might. This scenario resembles, to some extent, that of the multiple instance learning (MIL), where the data is assumed to have some ambiguity in how labels are assigned. Particularly, rather than having labels associated to data instances, they are assigned to sets or bags of instances. In the MIL paradigm the main assumption is that every bag associated with a positive label contains at least one instance that is positive, while a bag associated with a negative label contains strictly negative instances. The task is to predict the label of a new bag and of its instances [3].

However, the main MIL assumption of the contents of the bags is not adequate for scenarios of products and content review where only the overall product rating is known. A movie that is considered bad is unlikely to have only negative reviews, while a good movie is unlikely to be considered good merely because of having at least one good review. A more reasonable assumption would be that the reviews of a good movie are mostly good and the reviews of a bad movie are mostly bad.

In this work, we discard the MIL assumption about the relationship between bag and instance labels, and adopt the weaker assumption that the bag labels are determined by the dominant label in the instances of the bag. We propose two solutions for this new problem by introducing two adaptations of the formulations of the MIL as a maximum margin problem, using support vector machines (SVMs), that take into account the new, weaker assumptions, to which we refer to as \( \theta \)-MIL. The proposed formulations are mixed-integer quadratic problems, which can be solved heuristically. We apply our algorithms to a movie review corpus and use them to infer the polarity of both movies and movie reviews. To extract features from the raw movie reviews we use Doc2Vec, an unsupervised framework that learns a continuous distributed representation for text documents of variable length, and where
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the feature space is semantically meaningful, i.e., the semantic similarity between two words can be computed from the similarity between their respective feature vectors.

We believe that making the assumption that the bag labels are determined by the dominant instance label in that bag, rather than the typical MIL assumption, is a more reasonable assumption for a number of scenarios related to products and media content reviews. In them, the sentiment for the product or media content is likely related to the average sentiment across all reviews. So the applications for our proposed approach are numerous.

This paper is organized as follows: In Section 2 we review related work in polarity detection, and MIL; in Sections 3 and 4 we introduce doc2vec and SVM for MIL, the two main techniques we used in this work; in Section 5 we introduce the main contribution of this work, the proposed methods $\theta$-MIL for a scenario of products review; in Section 6 we perform some experiments comparing our proposed methods to the existing MIL for SVM; and finally, in Section 7 we draw some conclusions.

2. RELATED WORK

Our work ties two topics: polarity detection for documents, and multiple-instance learning of classifiers from “weak” labels.

Polarity detection in documents is a form of sentiment analysis that focuses on detecting whether the document expresses a positive or negative opinion in general or about a given entity (e.g., a product, a person, a political issue, etc). It has attracted increasing attention in recent years, following the work in [4] and [5] who employed a variety of classifiers on word-level features extracted from documents – they found that SVMs generally yield better performances than other classifiers. Current state-of-the-art approaches to sentiment analysis try to go beyond word-level features, like in [6], that introduced Recursive Neural Tensor Network for sentence parsing, or [7] that introduced distributed representations for documents, as an extension for word2vec.

Multiple-instance learning (MIL) [3] is a generalization of supervised classification in which training class labels are associated with sets, or bags, of instances instead of individual instances. The true label of every instance remains hidden and is only indirectly inferred through the labels associated to the bags. The main assumption of MIL is that negative bags only contain negative instances, while positive bags contain at least one positive instance. Typical applications of MIL are drug design [3], image indexing from content-based image retrieval [8], or text categorization [9].

3. DOC2VEC

The first efforts to obtain vector representations for words using neural networks began in the last decade [10] [11] [12] [13] [14]. The main idea of these works was that each word could be represented by a vector, such that simple arithmetic operations between vectors could be used to predict words in the context. Typically, this means that the vector representations of words live in a space where the distance between vector representations correlates to the semantic similarity of their corresponding words. For instance, the word representation of “big” should have a smaller distance to the word representation of “large” than to the one of “dog”.

A natural extension of these successful techniques is to go beyond word level representations and try to achieve phrase-or sentence-level representations [15] [16] [17] [18] [19]. One simple approach to achieve a sentence representation, for instance, is to perform a weighted average of all the word representations in that sentence. Naturally, the order of the words is lost and with it, part of the information from the sentence.

Doc2Vec, or Paragraph Vector [7], emerged as an unsupervised framework that learns a continuous distributed representation for text documents of variable length. From a single sentence to several paragraphs, Doc2Vec can preserve some information related to word ordering. In this framework, particularly in the distributed memory model, every document is mapped to a unique document vector and every word in the vocabulary is mapped to a unique word vector.

Given a sequence of training words, the goal of the distributed memory model is to maximize the average log probability of a word given its context. Then the prediction task is achieved via a multiclass classifier.

4. SVM FOR MIL

One of the most usual scenarios in pattern recognition problems is the fully supervised one. It occurs when the available training set is made of labeled instances, $(x_i, y_i) \in \mathbb{R}^d \to \mathcal{Y}$, generated independently from an unknown distribution. If the labels are binary then, $\mathcal{Y} = \{-1, 1\}$. In the MIL scenario, this problem is generalized by the ambiguity in the labeling of the instances. Instances, $x_1, ..., x_n$, are grouped into bags, $B_1, ..., B_m$, with $B_f = \{x_i : i \in I\}$, for non-overlapping $I \subseteq \{1, ..., n\}$. Each bag, $B_f$, is associated to a label, $Y_f$; if $Y_f = 1$, then there is at least one bag instance, $x_i \in B_f$ with $y_i = 1$, or if $Y_f = -1$, then all $x_i \in B_f$ have $y_i = -1$.

There are multiple solutions to MIL problems, and, among other approaches, MIL can be formulated as a maximum margin problem, and be solved by extensions of SVMs [9]. In [9], the authors propose two such approaches: the first treats the instance labels as unobserved integer variables, subject to the constraints defined by the positive bag labels; the second generalizes the notion of a margin from instances to bags and aims to maximize the bag margin.

In more detail, the first approach, mi-SVM, can have its mixed integer formulation of MIL as a generalized soft-margin SVM, and its primal form can be written as follows:
Given a set of bags \( B_I \), their labels \( Y_I \), and the instances of each bag, \( \{ x_i : i \in I \} \), the optimal class separating hyperplane with parameters \( w \) and \( b \), and instance labels \( \{ y_i : i \in I \} \), can be found by minimizing the same objective as Problem 1, subject to two new constraints: \( \sum_{i \in I} \frac{1 + y_i}{2|I|} \geq \theta_+ \), \( \forall I \) s.t. \( Y_I = 1 \), and \( \sum_{i \in I} \frac{1 + y_i}{2|I|} < \theta_- \), \( \forall I \) s.t. \( Y_I = -1 \). Thus, the adaptation of the mi-SVM, to which we refer to as \( \theta \)-mi-SVM, can be written as:

\[
\min_{\{ y_i \}, w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i} \xi_i \\
\text{s.t.} \quad y_i((w, x_i) + b) \geq 1 - \xi_i \\
\xi_i \geq 0 \\
y_i \in \{-1, 1\} \\
\sum_{i \in I} \frac{1 + y_i}{2} \geq 1, \forall I \text{ s.t. } Y_I = 1 \\
y_i = -1, \forall I \text{ s.t. } Y_I = -1
\]

where the optimization variables \( w, b, \xi, \) and \( y_i \) are, respectively, the weight vector, a scalar, a scalar, and the predicted instance label for example \( i \). \( Y_I \) is the bag label for bag \( I \).

The second approach, MI-SVM, is formulated as a quadratic mixed integer problem, as follows:

\[
\min_{s, w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{I} \xi_I \\
\text{s.t.} \quad \forall I : Y_I = 1 \land \langle -w, x_I \rangle - b \geq 1 - \xi_I \\
\text{or } Y_I = 1 \land \langle w, x_{s(I)} \rangle + b \geq 1 - \xi_I \\
\xi_I \geq 0
\]

where the optimization variables \( w, b, \xi, \) and \( s \) are, respectively, the weight vector, a scalar, a scalar, and the instance selector. \( Y_I \) is the bag label for bag \( I \). Note that \( s(I) \) acts as a selector among the instances of a bag. It will be active for one instance in each positive bag.

In this case, the positive bag margin is defined by the margin of the “most positive” instance.

The difference between the two approaches is essentially that in MI-SVM, the negative instances of the positive bags are ignored, and at the same time, only one instance per positive bag contributes to the optimization problem. On the other hand, in mi-SVM, negative instances in positive bags, as well as one or more positive instances from a positive bag can be support vectors.

\section{5. \( \theta \)-MIL}

In the scope of this work, which is to infer the polarity of movies and movie reviews, the MIL assumption that positive bags have at least one positive instance and negative bags have exclusively negative instances, is not adequate. An alternative for the assumptions regarding bag and instance organization would be to associate to each bag, \( B_I \), a label \( Y_I \), where \( Y_I = sign(\sum_{i \in I} y_i) \).

After defining bag labels from the dominating bag label, the problem leaves the scope of MIL and the solutions presented in Section 4 are not valid anymore. However, the problem is still similar to the MIL problem, so the solutions for MIL can be modified to suit this new scenario.
In the above algorithm we use the notation $\arg \max_{i,K} f_i$ to represent the set of indexes of the $K$ highest valued $f_i$.

The heuristic to solve the Problem 3 involves alternating between two steps. In the first, given the instance labels, we solve the SVM and find the optimal separating hyperplane. In the second, for a given hyperplane, we update the instance labels in order to respect the constraints that at least a fraction $\theta_+$ or $\theta_-$ of the instances of positive or negative bags, respectively, will have the same label as their respective bag. Note that although we do not update labels within bags that fail the “if” clause in the algorithm, the instance labels retain their last known state and the number of positives/ negatives in each bag remains such that the original constraint is not violated.

Secondly, we propose an adaptation of the MI-SVM, to which we refer to as $\theta$-MI-SVM. In this case, the goal is to extend the notion of a margin from instance level to the bag level. As such, we define the functional margin of a bag with respect to only the instances with the same predicted label as the bag. So for the positive margin, the optimization problem uses the “most positive” instances and for the negative margin it uses the “most negative” instances, such that each positive and negative bag have at least a fraction $\theta_+$ and $\theta_-$, of the instances being selected as key witnesses, respectively. The new optimization problem can be written as follows:

\[
\min_{w,b,\xi} \frac{1}{2} \|w\|^2 + C \sum_I \xi_I \\
\text{s.t.} \\
\forall I: Y_I = 1 \land (\langle w, x_{s(I)} \rangle + b) \geq 1 - \xi_i \land |s(I)| \geq \theta_+ |I| \\
\text{or} \\
Y_I = -1 \land (-\langle w, x_{s(I)} \rangle - b) \geq 1 - \xi_i \land |s(I)| \leq \theta_- |I| \\
\xi_i \geq 0
\]  
(4)

where the optimization variables $w, b, \xi,$ and $s$ are the weight vector, a scalar, a scalar, and the instance selector respectively. Note that $s(I)$ selects a fraction of the instances of the bag, an not just one, unlike in Problem 2. More specifically it selects $\theta_+ |I|$ or $\theta_- |I|$ instances in positive or negative bags, respectively. Furthermore, since the margins are defined by the instances which have a label that matches their respective bag, this approach ignores the remaining instances within each bag. They are not contemplated in the optimization problem, contrary to the case of $\theta$-mi-SVM.

There can be many initialization of the labels, however [9] recommends initializing the instance labels with the corresponding bag label.

This new problem, as in the MI-SVM formulation, is a mixed integer problem, without an easy solution. Therefore, we use the heuristic shown in Algorithm 2 to solve it iteratively as shown in Algorithm 2.

\begin{algorithm}
\textbf{Algorithm 2 $\theta$-MI-SVM optimization heuristics}
\begin{algorithmic}[1]
\State \textbf{Input:} $x_i, y_i, y_B$
\State Initialize $x_I = \frac{y_I}{|I|}$ for every bag
\State Initialize selector variables $s(I)$, where $\sum_{i \in I} s(i) \geq |I|$
\While{$s(I)$ changes from previous iteration}
\State Compute QP solution $w, b$ for the train instances and labels
\State Compute outputs $f_i = \langle w, x_i \rangle + b$ for all $x_i$ in all bags
\For{every positive Bag}
\State set $x = x_{s(I)}$, where $s(I) = \arg \max_{i,K} f_i$
\EndFor
\For{every negative Bag}
\State set $x = x_{s(I)}$, where $s(I) = \arg \min_{i,K} f_i$
\EndFor
\EndWhile
\State \textbf{Output:} $w, b$
\end{algorithmic}
\end{algorithm}

Similarly to the heuristic of Algorithm 1 for $\theta$-mi-SVM, Algorithm 2 also alternates between two steps: One is, for the given selected instances of every bag, compute the quadratic problem solution and find the optimal separating hyperplane; The other is, given a separating hyperplane, update the selected instances according to the problem constraints. Once the selected variables do not change from the previous iteration, the algorithm ends. We note that, unlike in the MI-SVM algorithm, in this case the instance selector, $s$, will select one or more instance of a bag, such that at least a fraction $\theta_+$ or $\theta_-$ of the instances in the bag are positive or negative, for a positive or negative bag, respectively.

The initialization of the instances can be the bags centroids, as suggested in [9].

6. EXPERIMENTS AND RESULTS

6.1. Corpus

The polarity dataset is a corpus of movie reviews retrieved from the Internet Movie Database (IMDb) archive [5]. The corpus contains 2000 movie reviews in English, where each review is associated to the movie it refers to, and to a rating expressed by the reviewer in stars or some numerical value. The typical review content is a small text where people summarize the story of the movie and highlight the positive or negative aspects that struck them most.

The movie reviews are determined as positive or negative from their rating as follows: 1) For ratings specified in 5 star systems, 3.5 stars or more is considered positive, 2 stars or less is considered negative; 2) For 4 stars systems, a rating of 3 stars or more is considered positive, 1.4 or less is considered negative; 3) For letter grade systems, B or above is considered positive, C- or below is considered negative.

The polarity dataset contains 1000 positive reviews, 1000 negative reviews, and no neutral reviews. The 2000 reviews
cover 1106 different movies. There is at least 1 review per movie, and at most 13 reviews per movie. A distribution of number of reviews per movie can be found in Figure 2.

There are two types of movie-level labels available: The MIL labels, attributed according to the MIL assumption that bags with only negative reviews have a negative bag-level label, and if there is at least one review then the bag-level label is positive; and the majority labels, attributed to a bag according to which is the most frequent instance label for that bag.

### 6.2. Inferring polarity of movies and movie reviews with MIL

The first experiments we performed aimed at establishing a baseline to which we can compare our proposed methods.

More specifically, we adopt the IMDb movie corpus described in Section 6.1, of 2000 movie reviews, for 1106 different movies, and compute each review’s feature vector using Doc2Vec. In this scenario the bags correspond to sets of movie reviews for a given movie. For simplicity we will address them as movies, and their polarity as movie polarity. Then, we split the dataset in two, leaving 830 bags (with 1445 instances) for training, and 276 bags (with 555 instances) for testing the models, where the bags are labeled according to the MIL assumption: negative if all instance are negative, and positive if at least one instance is positive.

The training instances are used to train three classifiers: a fully supervised SVM, a mi-SVM, and a MI-SVM, as described in Section 4. At test time, the remaining test instances are used to compute the performance of the three models. The SVM will predict the polarity of the test reviews, while the mi-SVM and MI-SVM will predict both the polarity of the test reviews and their respective bags. Figure 1 summarizes the proposed framework for the baseline system at test time, for a given bag and its instances, i. e., the reviews of a given movie. The kernel function for the SVMs of the three systems is the radial basis function (RBF). In all of the experiments $\theta_+$ and $\theta_-$ were set to 0.5.

Table 1. summarizes the classification accuracy of the trained classifiers. Recall that we only have bag-level labels for the training data, and the MIL training framework also learns instance-level labels for each of the bags. The effectiveness of the training algorithm also reflects on the accuracy with which the labels of instances in the training are learnt. Hence, we report both, the accuracy of instance-level label assignment on the training set, as well as accuracy on the test set. From there, we note that the best performance was obtained on the test set from the fully supervised SVM, that achieved an accuracy for instance label prediction of 86.8%. This system’s purpose is to serve as a comparison between the performance of a fully supervised model and a MIL model. The mi-MIL and MI-MIL performances at instance level were quite similar to the fully supervised SVM, achieving an accuracy on predicting the instance label of 84.3% and 85.7%, slightly lower than the respective results from the train set. As for the prediction of the bag-level labels, the systems achieved 83.0% and 82.3% accuracy on the test set.

The similar performance between the fully supervised SVM and the mi-SVM and MI-SVM is likely to be caused, to some extent, by the size of the bags. Since there are many small bags, there is less ambiguity in the data, particularly in bags of size one where the instance label is explicitly known from the MIL assumption.
6.3. Inferring polarity of movies and movie reviews with $\theta$-MIL

Our second experiment aimed at establishing the performance of the methods proposed in this work.

Following the experiments described in section 6.2, we adopt the same IMDb corpus, described in section 6.1, and split it in the same subsets as described in section 6.2: 830 bags (with 1445 instances) for training, and 276 bags (with 555 instances) for testing. This time the bag labels are attributed according to the dominant label in the instances of each bag, in order to match the intuition for the polarity of a movie and its reviews. In this case, the data has more ambiguity than in the traditional MIL scenario, since in this case, there is ambiguity in the instance labels for both the positive and the negative bags, instead of just the positive ones.

Nevertheless, the whole process, from feature extraction to classification, is identical to the one described Section 6.2, except that the mi-SVM and MI-SVM solutions are replaced by $\theta$-mi-SVM and $\theta$-MI-SVM, respectively, for the scenario where the bags are labeled according to the dominating label in their instances, as described in Section 5. Once again, we also train a fully supervised SVM for comparison. An example of the test stage for a given movie and its reviews is shown in Figure 1.

The performance of the three systems against the train and test sets is measured in accuracy and is summarized in Table 2. We can see that the performance of the fully supervised SVM for the train and test sets remains the same as the one reported in Section 6.2, because although the bag labels changed the instance labels remained the same, and those were the only ones used by the fully supervised SVM. Furthermore, the performance of the $\theta$-mi-SVM and $\theta$-MI-SVM with respect to the accuracy in predicting the instance labels on the test set was 76.9% and 82.9%, respectively. The comparatively poorer performance of $\theta$-mi-SVM method to the remaining methods might be related with the inner workings of the method itself: for each bag, the method selects a fraction of the instances to attribute the bag label to, while the remaining fraction is attributed the opposite label. However, there might be a misclassification of the later set. The alternative, as happens in the $\theta$-MI-SVM method, is to discard the later fraction when estimating the model.

Comparing the drop in performance from the train to the test set, we can see that in this case the difference is slightly larger than the results from Table 1, which may mean that the model slightly overfit. The performance of the same methods regarding the accuracy in predicting the bag labels was 82.6% and 83.3% for the test set, a similar performance to that reported in Table 1.

Finally, since the IMDb corpus has bags with different sizes, and many of the bags are of size one, it would be interesting to reevaluate the systems for filtered versions of the corpus, where the smaller bags are discarded. However, we note that since the corpus is small, the subsets of the corpus with large enough bags would become too small to train a robust model.

### Table 2. Performance in accuracy of the the supervised SVM, $\theta$-mi-SVM and $\theta$-MI-SVM for the train and test dataset

<table>
<thead>
<tr>
<th>Majority bags</th>
<th>SVM [inst. bags]</th>
<th>$\theta$-mi-SVM [inst. bags]</th>
<th>$\theta$-MI-SVM [inst. bags]</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>95.85</td>
<td>91.06</td>
<td>91.62</td>
</tr>
<tr>
<td>test</td>
<td>86.85</td>
<td>82.61</td>
<td>76.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>83.33</td>
<td>82.89</td>
</tr>
</tbody>
</table>

7. CONCLUSION

In this work we have introduced two adaptations of well known solutions for the MIL problem, where it is formulated as a maximum margin problem. We move from the typical MIL assumption that bag labels are decided based on the presence of at least one positive instance in the bag, to an assumption where the bag labels are decided by the dominant instance label in the bag. This assumption is more reasonable to scenarios related to product and media content reviews, where the public’s polarity towards the product is given by the dominant individual polarity. This new assumption invalidates the use of any MIL solution, and so we proposed two adaptations of the well known SVM for MIL solution, $\theta$-mi-MIL and $\theta$-MI-SVM, that fits this new assumption.

We tested $\theta$-mi-MIL and $\theta$-MI-SVM with the IMDb movie review corpus, and we showed that these have a comparable, although slightly poorer, performance compared to mi-SVM and MI-SVM solutions. Among other reasons, the decrease in performance can be a consequence of: 1) with our label assumptions there is more data ambiguity than with the MIL assumptions; 2) the proposed methods use only a portion of the dataset to estimate the model, because only some instances of each bag are picked out, according to the proposed methods; 3) the parameters $\theta_+$ and $\theta_-$ were assumed to be 0.5, which might simply not be the optimal choice. Ideally this parameter would have been estimated.

In all the cases the models are shown to be robust when dealing with new data: there were only slight decreases of performance when dealing with unseen data.

Potential future work includes including the estimation of the parameters $\theta_+$ and $\theta_-$ and further improving the formalization of the heuristics of the proposed methods.
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