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Oral presentation

Abstract: This presentation addresses the use of the Principle of Maximum Entropy (PME) for the modeling of physical processes from incomplete process data, to adaptive predictive control in the presence of un-modeled dynamics. In general [1], the problem consists of finding an unknown function given an incomplete set of facts that concern its properties. Since the function is not completely determined, the PME asserts that one should look for a function that complies with the known data, while maximizing the entropy. As such PME leads to a variational problem in which the functional to minimize is the entropy and the known facts are constraints. The PME was introduced by Jaynes [2] in order to relate information theory to statistical mechanics. Burg, [1], made a seminal and well succeeded application of PME to high resolution spectral analysis, that led to the well known Burg method. Since then, PME was used in a variety of problems in signal processing and machine learning [3]. The application of PME to continuous time control and robotics was suggested by Saridis [4,5], with discrete time control applications described in [6]. The presentation will review the PME with emphasis on its relation with Variational Calculus and will show how the conclusions drawn from it have an impact on the design of adaptive predictive controllers that are able to tackle highly uncertain processes such as energy production plants, as described in [7].
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