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Abstract

The implementation of a recently proposed IP core of an efficient motion estimation co-processor is considered. Some significant functional improvements to the base architecture are proposed, as well as the presentation of a detailed description of the interfacing between the co-processor and the main processing unit of the video encoding system. Then, a performance analysis of two distinct implementations of this IP core is presented, considering two different target technologies: a high performance FPGA device, from the Xilinx Virtex-II Pro family, and an ASIC based implementation, using a 0.18μm CMOS StdCell library. Experimental results have shown that the two alternative implementations have quite similar performance levels and allow the estimation of motion vectors in real-time.

1. Introduction

In the last few years there has been a growing trend to design very complex processing systems by integrating already developed and dedicated IP cores which implement, in a particularly efficient way, certain specific and critical parts of the main system. Such designs can be conducted in order to obtain complete and autonomous processing architectures, based on a System-on-Chip (SoC) approach. On the other hand, these IP cores can also be used to implement specific and dedicated processing structures that are integrated with other larger scale modules in the form of co-processors.

Consequently, a significant amount of quite different IP cores of specialized processing modules have been proposed and made available, providing a substantial reduction of the design effort. Nevertheless, these IP cores have to follow strict design methodologies, in order to provide an easy integration with the target processing systems and an efficient implementation in a broad range of target technologies.

One of such modules that has deserved a particular attention in the scope of digital video coding is the motion estimator. This block is often regarded as one of the most important operations in video coding to exploit temporal redundancies in sequences of images, it usually involves most of the computation cost of these systems [7]. As a consequence, real-time Motion Estimation (ME) is usually only achievable by adopting specialized VLSI structures.

The majority of the processing cores for hardware (HW) ME that have been proposed in the literature [13, 4] consist of custom ASIC implementations of the Full-Search Block-Matching (FSBM) algorithm, mostly owed to its regularity and data independence. To achieve real-time ME, few architectures for faster search algorithms have been proposed using sub-optimal search strategies, such as the Three-Step-Search (3SS), the Four-Step-Search (4SS) and the Diamond Search (DS) [11, 8]. However, the highly irregular control-flow that characterizes such algorithms tends to compromise the efficiency of such architectures and has therefore limited their implementation to general purpose programmable systems. In fact, although some individual architectures were actually proposed [11, 8], they usually resulted in complex and inefficient HW designs, that do not offer any reconfiguration capability.

Meanwhile, data-adaptive ME algorithms have been proposed, as a result of the advent of the H.264/AVC coding standard [12]. Some examples of these algorithms are the Motion Vector Field Adaptive Search Technique (MVFAST), the Enhanced Predictive Zonal Search (EPZS) and the Fast Adaptive Motion Estimation (FAME) [3]. These algorithms avoid unnecessary computations and memory accesses, by taking advantage of the temporal and spatial correlations of the Motion Vectors (MVs), in order to adapt and optimize the search patterns. However, just like the fast sub-optimal ME algorithms, few efficient HW implementations have been presented for these new ME approaches, mainly due to the inherent computational complexity of their operation. One example of a highly efficient IP core of an Application Specific Instruction Set Processor (ASIP) that is capable of implementing any of these complex ME algorithms has been recently proposed [9]. Nevertheless, despite the considered application sce-
nario, the availability of several feasible implementation technologies to implement these IP cores has devised a growing need to compare and assess such alternatives in what concerns the resulting implementation performances. As an example, with the advent of the most recent generations of FPGAs, it has been proved that these devices can be regarded as feasible alternatives to other faster but more costly implementation platforms, such as the ASICs [6].

In this paper, it is presented a performance analysis of two distinct implementations of the programmable ME co-processor IP core based on the architecture recently proposed in [9]. Although other faster but rather more expensive alternatives are currently available, this comparison considers two distinct implementation technologies that represent the current best value for money compromise in terms of the implementation cost and of the resulting performance levels: a high performance FPGA device, from the Xilinx Virtex-II Pro family, and an ASIC based implementation, using a 0.18µm CMOS standard cells library. Besides this technology assessment, some significant functional improvements to the base architecture will be also proposed, as well as a detailed description of the interfacing mechanisms between the implemented co-processor and the main processing unit of the video encoding system. A brief presentation of the introduced improvements on the implemented development tools, as well as their integration into the Eclipse framework [2] will be also presented. Such tools represent an important contribution to maximize the programmers’ productivity when using this co-processor.

2. Motion estimator architecture

The programmable and specialized architecture for ME proposed in [9] was tailored to efficiently program and implement a broad class of powerful, fast and/or adaptive ME search algorithms. This architecture supports the most used macroblock (MB) structures, such as the traditional fixed 16 × 16 pixels block size, adopted in the H.261/H.263 and in the MPEG-1/MPEG-2 video coding standards, or even any other variable block-size structures, adopted in the MPEG-4 and H.264/AVC video standards.

The offered flexibility is attained by adopting the simple and efficient micro-architecture, illustrated in Fig. 1(a), whose modular structure is composed by optimized units that support a minimum and specialized instruction set. This data-path is also developed around a specialized arithmetic unit that efficiently computes the Sum of Absolute Differences (SAD) similarity function. Furthermore, a quite simple and hardwired control unit is used to generate all the required control signals [9].

2.1. Base architecture

The Instruction Set Architecture (ISA) of the ASIP proposed in [9] was designed to meet the requirements of most ME algorithms, including some recent approaches that adopt irregular and random search patterns, such as the data-adaptive ones. Such ISA is based on a register-register architecture and provides a quite reduced number of different instructions (eight), that focus on the set of operations that are most widely used in ME algorithms:

- **J** - control operation, to change the execution-flow of a program, by updating the program counter with an immediate value that corresponds to an effective address;
- **MOVR** - data transfer operation, to store the content of a given register in another target register;
- **MOVC** - data transfer operation, to store an 8-bit intermediate value in the upper or lower byte of a target register;
- **SAD16** - graphic operation, to compute the SAD value considering two sets of 16 pixels and to accumulate the result in a target register;
- **ADD** - arithmetic operation, to add the contents of two registers;
- **SUB** - arithmetic operation, to subtract the contents of two registers;
- **DIV2** - arithmetic operation, to evaluate the integer division by 2 of the contents of a given register;
- **LD** - memory data transfer operation, to load the pixels data into two fast and small scratch-pad local memories.

These instructions directly operate the values stored in a register file composed by 24 General Purpose Registers (GPRs) and 8 Special Purpose Registers (SPRs), capable of storing one 16-bit word each. The GPRs sub-bank is split in two different groups. The first group comprises registers R0-R15 and can be used to hold the source and destination operands of all the instructions of the proposed architecture. The second group, consisting of registers R16-R23, can only be accessed using two specific instructions: **MOVR**, which allows data exchange between the two register groups; and the specialized graphics operation **SAD16**, whose destination operand can be written in any of these registers. The SPRs can also be accessed using these two specific instructions.

The processor data-path, depicted in Fig. 1(a), includes two specialized units to increase the efficiency of the most complex and specific operations: an Address Generation Unit (AGU) and a SAD Unit (SADU). Each of these units can directly access the SPRs. The **LD** operation is efficiently executed by the dedicated AGU, which is capable of fetching all the pixels of either the reference MB or of the corresponding search area. On the other hand, the **SAD16** graphic instruction is implemented by the SADU. In the architecture that is now considered, the implemented SADU adopts a serial structure, that restricts the required HW at the cost of requiring more clock cycles to compute this operation. Nevertheless, a complete parallel implementation of the SADU could equally be considered, leading to a faster execution time with an added cost of requiring more HW resources. Further and more detailed information about this processor architecture can be found in [9].
To maximize the efficiency of the implemented co-processor, some significant functional improvements were introduced in the base micro-architecture. In particular, the status register that stores the flags reflecting the current state of the processor and that allow to control its execution-flow was modified. In fact, according to the base architecture proposed in [9], the Negative and Zero flags of this status register are updated by the ADD, SUB, DIV2 and SAD16 instructions, in order to provide some extra information about their outcome. Such information can then be used by the jump (J) instruction to conditionally change the control-flow of a program. Besides these flags, two extra flags were introduced in the presented co-processor implementation, in order to reduce the Clocks per Instruction (CPI) performance metric achieved by this architecture: the AGU and SADU flags. These two new flags are represented in the processor block-diagram depicted in Fig. 1(a) and provide the following information:

- The AGU flag reports the conclusion of a transfer operation of pixel data from the external frame memory into an internal scratch-pad local memory, triggered by the last LD instruction. This particular feature allows the programs to be highly optimized: by using this status information in conditional jump instructions, it allows data fetching from the external memory to occur simultaneously with the execution of other parts of the program that do not depend on this data, thus allowing the AGU to work in parallel with the remaining functional units.

- The SADU flag indicates that the result of the last computed SAD16 operation is a minimum SAD value. With this feature, efficient early-stopping mechanisms can be easily implemented without any additional arithmetic operations, which significantly increases the performance of the ME algorithms.

3. Integration with the video encoding system

To embed the ASIP core as a ME co-processor in a video encoding system, a simple and efficient interface for both the data and control signals must be made available. In addition, the co-processor must also use simple and efficient protocols, to exchange the control commands and data with the main processing unit of the video encoding system.

3.1. Interface

The implemented programmable and configurable architecture for ME presents a simple and reduced pin count interface, as it can be seen in Fig. 1(b). Such interface was designed to allow the fetching of the pixel data required for the ME task from the main frame memory of the video encoding system, i.e., the pixels of a reference macroblock and of a search area. In addition, the proposed interface is also able to efficiently export the configuration parameters and the output results of the ME operation to the video encoding system main processing unit, i.e., the coordinates and the SAD value for the computed best matching MVs.

The data transfers with the video encoder frame memory are mostly supported through five I/O ports, as it can be seen in Fig. 1(b). The 1-bit port #oe_we is used to set the type of external memory operation: a load or store. The addr port is 20-bit width and is used to select the position of the frame memory from which the pixels of a reference macroblock, or those of a search area, are to be retrieved by the load operation. Since the pixel values used for ME are usually represented using only 8-bits, an 8-bit width signal is used to exchange data with the frame memory. Such signal is available at the data port of the proposed structure. Thus, the total memory address space provided by this programmable architecture is 1 MB. Considering that the MVs are estimated using pixels from two different frames, the reference and search frames, such address range therefore allows the computation of MVs for the most used image formats (e.g.: in the 4CIF image format each frame consists of 704 × 576 pixels). This data port is also used to transfer the result of the ME operation to the video encoder, as well as the configuration parameters of the ME co-processor used in such computation. These parameters consist of the horizontal and vertical coordinates of the computed best matching MV, its corresponding SAD value, the MB size, the search area size and the image width and height, which can be dynamically adjusted by the ME algorithm implemented in the co-processor. The video encoder accesses these parameters by reading a reserved memory region of the frame memory, beginning at memory address 0xFFFF0 and encompassing 16 memory locations, as depicted in Fig. 2. Consequently, the number of required I/O connections is minimized.
The two remaining I/O ports provided by the proposed architecture, \texttt{req} and \texttt{gnt}, are used to implement the required handshake protocol with the bus master of the video encoding system. Such control task is required not only because the frame memory bank is shared between the ME co-processor and the main processing unit of the video encoder, but also to optimize the memory usage and minimize the memory bandwidth requirements of the frame memory.

Lastly, the \texttt{en} input port is used to control the co-processor operation, while the \texttt{rst} input port is used to set the co-processor into its startup state. The \texttt{done} output port is used to signal the video encoder that the ME co-processor has completed the estimation of a new MV.

### 3.2. Communication protocols

The communication between this programmable architecture and the video encoder is carried out through the interface signals described in section 3.1, by using three distinct simple and efficient protocols. Such protocols are aimed to support the operating principle of the video encoding system, consisting of only three different tasks.

The first task consists in the configuration of the ME co-processor, by downloading the compiled assembly code of the considered ME algorithm to the co-processor (i.e., the co-processor’s firmware). Both the firmware and the ME configuration parameters are uploaded into the co-processor’s program RAM through the \texttt{data} port. The configuration of the co-processor is therefore achieved by first storing the required data in the frame memory of the video encoder system and by setting the co-processor into its \textit{programming mode}. The co-processor enters in this mode when both signals, \texttt{rst} and \texttt{en}, are high, as it can be seen in Fig. 3. In this \textit{programming mode}, the co-processor firstly acquires the bus ownership. Then, it supplies memory addresses through the \texttt{addr} port to the frame memory, in order to download the corresponding instructions into its internal program RAM, organized in the little-endian format. Since each instruction is 16-bit width, two memory access cycles are required to load an instruction into the program memory. The co-processor exits the \textit{programming mode} as soon as the last memory position of its 2 kB program memory is filled in. Such approach allows to minimize the number of required I/O connections of the ME co-processor without degrading its efficiency, since the downloading of a ME algorithm into the co-processor is not very often executed.

The second task consists in all data transfers concerning not only the pixels of a given reference MB and of its corresponding search area from the video encoder frame memory to the ME co-processor, but also all the control parameters required to the ME operation, namely, the MB size, the search area size, the image width and the image height. A protocol entirely similar to the one described above is used to support this task, as depicted in Fig. 4. This task occurs on demand by the co-processor and is controlled by the AGU. This unit must firstly generate all the required control signals for the co-processor to acquire the bus ownership before initiating the pixel data transfer. Then, the AGU supplies the correct memory addresses to the frame memory through the \texttt{addr} port, so that all the pixels of the MB, or of its corresponding search area, are retrieved from the external frame memory and loaded into the local scratch-pad memories of the ME co-processor. Since each pixel is represented using 8-bits, a single memory access cycle is required to transfer a pixel value from the external frame memory into the local memories of the ME co-processor.

The third task consists in transferring, to the video encoder, both the result of the ME operation, as well as the ME configuration parameters updated by the co-processor during its operation. A different protocol is used, but again, such data transfer occurs on demand by the co-processor and it is controlled by its main control unit. The co-processor starts the output operation by requesting the bus ownership, as it can be seen in Fig. 5. Then, it enters in a loop that outputs the contents of all the co-processor’s SPRs through the \texttt{data} port. Two memory access cycles are required for this operation, since the SPRs are 16-bit width and the output \texttt{data} port is only 8-bit width. In addition, every time a new value is outputted through the \texttt{data} port, the status of the \texttt{done} output port is toggled, in order to signal the video encoder that new data was uploaded into the reserved memory region of the video encoding system. The memory position used to store the data is selected according to the value being outputted at the \texttt{addr} port.

### 4. Improved integrated development tool

Each programmed ME firmware of the implemented ASIP can be developed using a custom toolchain. Such programming environment was integrated into the Eclipse framework [2] with a plug-in, thus maximizing the programmers’ productivity when developing the firmware. This environment was specially designed for the proposed ISA and consists of three different programming tools: a symbolic assembler (\texttt{amep-elf-as}), a linker (\texttt{amep-elf-ld}) and a cycle-based accurate simulator (\texttt{amep-elf-sim}).

The assembler compiles the source files, written using the co-processor’s ISA (see section 2.1) and a syntax very similar to the one adopted by the GNU \texttt{as}, and generates the corresponding object code files in the ELF format. The \texttt{amep-elf-as} tool also has the capability to validate the syntax and semantics of the assembly instructions, to manage comments and symbols, that can either refer to labels or linked values, and even to process macros. This feature allows the development of firmware modules faster and better structured, since the original ISA does not support subroutine nor function calls.
The `amep-elf-ld` tool generates a file containing the firmware for the proposed micro-architecture, i.e., the executable file to be stored in the program memory of the ASIP. Such file is obtained by relocating the machine code instructions of the object code file provided by the `amep-elf-as` assembler to memory base address 0x0. For more complex ME algorithms, where the algorithm implementation consists of several different source assembly files, the developed linker is also capable of linking all the corresponding object files into a single executable file and of resolving all the crossed references to the corresponding symbols within the object files. This procedure may involve the re-targeting of `jump` instructions, since in the proposed architecture these instructions always refer to absolute memory address values.

The operation of the proposed ASIP for a given firmware can be validated using the `amep-elf-sim` simulation tool. The simulations are executed in a cycle by cycle basis and allow the profiling of the implemented ME algorithms, by providing the required mechanisms to count the number of clock cycles required to execute the whole algorithm, or some parts of it. Moreover, the developed simulation tool provides the most commonly adopted debug techniques, namely the use of breakpoints and of the `step`, `run until` and `continue` execution commands. The simulator also allows to examine the three memory banks of the ASIP, i.e., the program memory and the current MB and search area memories, as well as all the registers of the processor: the GPRs and the SPRs banks, the flags and the program counter.

5. Prototyping platform

To validate the functionality of the ME programmable architecture in a practical realization, a complete video encoding system was developed and implemented. The base configuration of the encoding system consists of a general-purpose processor that executes all the video encoding operations, except for the ones concerning ME. The ME operations are executed by the IP core processor, acting as a specialized co-processor of the main processing unit of the video encoder, i.e., the general purpose processor. This co-processor computes, in parallel with the other operations, the several MVs that are required by the encoder to implement the temporal prediction mechanism. Two different
platforms were considered for prototyping the ME core, in order to evaluate its performance when implemented using both FPGA and ASIC target technologies.

The implemented video encoder consists of a software implementation of the H.264/AVC standard [12]. Such implementation includes some optimizations of the JM H.264/AVC Reference Software [1], in order to make its use more efficient in embedded systems. The modifications include the redesign of all functions used in ME, the declaration of all variables in these functions using the prefix register, so as to optimize the program execution time and the adaptation of the memory allocation mechanism in order to convert all dynamic allocations to static memory allocations. To maximize its performance, the linker script of the video encoding system was also adapted to the target embedded system. Such modifications aimed at optimizing the data transfers from the video encoder main memory module to the ME co-processor, concerning the pixels of the reference MB and of its corresponding search area.

5.1. FPGA based prototype

The implementation of the video encoding system using an FPGA device was realized using a Xilinx ML310 development platform [14], which includes a 100MHz 256MB DDR memory bank and a Virtex-II Pro XC2VP30 FPGA device from Xilinx. This FPGA offers a significant set of implementation resources, two Power-PC processors, several Block RAM (BRAM) modules and high speed on-chip bus-communication links.

The programmable architecture for ME is implemented using the configurable logic blocks provided by this FPGA, while the main processing unit of the video encoder consists of a Power-PC 405 D5 processor, operating at 300MHz. Such processor runs the optimized software implementation of the H.264 video encoder [1], which is built into the FPGA BRAMs and the ML310 DDR memory bank. The linker script used for this implementation maximizes the performance of the encoder by taking into account the significantly different access times provided by these two memory banks. To do so, the me section of the application was located in a 128kB FPGA RAM module, while the text, data, stack and heap sections were located in the DDR memory module, due to its large size (more than 256kB).

The interconnection between the Power-PC processor and the ME co-processor is implemented by using both the high-speed 64-bit Processor Local Bus (PLB) and the general purpose 32-bit On-chip Peripheral Bus (OPB), where the Power-PC is connected as the master device. Such interconnect buses are used not only to exchange the control signals between the Power-PC and the ME co-processor, but also to send all the required data to the ME structure.

5.2. ASIC based prototype

The implementation of the ME co-processor in an ASIC was carried out in conjunction with an AT91SAM9263-EK evaluation kit [5] from ATME. This development board includes an AT91SAM9263 micro-controller, based on the ARM926EJ-S processor, widely adopted by the latest generation of mobile phones and PDAs. This board also has an extensive set of peripherals for control, communication and data storage purposes. Such set of peripherals also includes all the components required to implement a modern video encoding system, i.e., a graphical 1/4 VGA TFT LCD module, an ISI connector that provides interface to video cameras and a 100 MHz 64MB SDRAM memory bank. In addition, this development board offers the possibility to easily embed user-developed peripherals, by making available some connectors to the External Bus Interface (EBI) of the processor.

Hence, the main processing unit of the video encoder was implemented in the AT91SAM9263 processor, operating at 99.33MHz. Just as the FPGA prototyping system, such processing unit runs the optimized software implementation of the H.264 video encoder [1]. In this prototyping platform, all program code and data sections of the application are located in the 64MB SDRAM memory bank. An expansion slot is used to connect the AT91SAM9263-EK prototyping platform to a daughter board, with the ASIC implementation of the ME co-processor, by making use of the processor’s EBI. This EBI is used to exchange the control signals and all the required data between the processor and the ME co-processor.

6. Implementation and experimental results

The performance analysis of the FPGA and ASIC prototypes of the programmable ME IP core was realized for a specific configuration of this parameterizable structure. The considered setup adopted a simplified AGU that does not allow data re-usage and a power efficient serial processing structure for the SADU module. Such architecture was selected as the result of a compromise between the amount of required HW resources, the circuit power consumption and its usability for real-time operation. Previous research work has shown that for single reference frame ME and for image formats up to CIF (352 × 288 pixels), a serial structure for the SADU presents the best trade-off. However, depending on the target application, the considered architecture can be reconfigured to use other AGU and SADU modules that represent different compromises.

6.1. FPGA implementation

The video encoding system described in section 5.1 was implemented using the EDK 9.1i and ISE 9.1i tools from Xilinx. The implementation layout of the whole video encoding system in this FPGA is presented in Fig. 6. Table 1 presents the implementation results obtained for the ME co-processor IP core. These results evidence that FPGA based implementations of the considered ME architecture allow a maximum operating frequency of about 100 MHz. They also show that very few HW resources (about 6k equivalent logic gates) are required to implement the ME co-processor
in an FPGA device. In fact, the ME co-processor uses only 20% of the total slices required to implement the whole video coding system, that can operate at a maximum frequency of 62 MHz. Such operating frequency limits the performance of the ME co-processor and is due to the extra hardware resources required to implement all the system peripherals (i.e., an USART, that allows communication with the encoder; a timer module, to evaluate the performance of the encoder; and BRAM local memories) and its interconnections with the ME co-processor and the Power-PC processor.

The functionality of the implemented video coding system was successfully verified by encoding a set of benchmark QCIF video sequences, with quite different characteristics in terms of movement and spacial detail, and by using several different ME algorithms. The adopted encoding used the typical set of video coding parameters: 8-bits to represent the pixel values, MBs with $16 \times 16$ pixels and search areas with $32 \times 32$ pixels. This performance assessment considered the FSBM, the 3SS and the DS ME algorithms, which were programmed using the instruction set presented in section 2.1.

### 6.2. ASIC implementation

The video encoding system described in section 5.2 was implemented with the GNU toolchain for the ARM architecture, targeting the AT91SAM9263-EK evaluation kit connected to the expansion board with the ASIC implementation of the ME co-processor. This ASIC adopted the same configuration as the one used for the FPGA implementation. In addition, it also included a complete set of testing structures, that can be accessed by means of an integrated JTAG controller. The circuit, whose layout is presented in Fig. 7, was manufactured under the mini@SIC program from EUROPEACTICE, using a StdCell library based on a 0.18µm CMOS process with 1 poly and 6 metal layers from UMC (UMC L180 1P6M MM/RFCMOS) [10].

Table 2 presents the obtained implementation results, with $V_{dd} = 1.8V$. These results show that the ASIC implementation (excluding the program code and pixel data local memories) only requires 41k equivalent logic gates (111k equivalent logic gates are required to implement the whole processor). When compared with the FPGA implementation, this difference arises from the absence of optimized arithmetic cells, such as fast carry-propagate-like adders and multipliers, that are usually available in FPGAs. Consequently, such arithmetic units had to be fully designed and implemented. The functionality of the implemented video encoder was verified using the same methodology as the one adopted for the FPGA implementation and proved to allow the real-time computation of MVs up to the CIF image format.

### 6.3. Comparison analysis

The performance results presented in Table 2 for the ME ASIC are quite similar to those obtained with the FPGA implementation, presented in Table 1. However, the results obtained for the implementation of the whole video encoding system show that the FPGA implementation provides a lower operating frequency than the ASIC implementation:
66 MHz vs 100 MHz. This decrease in the operating frequency of the FPGA implementation, which is owed to the embedding of the PowerPC processor and of the remaining peripherals that compose the system, causes a slight degradation in the performance of the video encoding system, as depicted in Table 3. Nevertheless, the considered ME systems still allow the estimation of MVs in real-time for the QCIF and CIF image formats (e.g.: when the 3SS algorithm is adopted). In fact, better performance levels can be achieved by using different SADU architectures. For example, by using a fully parallel architecture for the SADU, it is possible to estimate MVs in real-time for images up to 4CIF resolution.

Furthermore, the FPGA implementation of the ME co-processor also presents increased advantages for certain specific video encoding applications, due to its reconfigurability properties. By using such capability to reconfigure the ME co-processor and use different SADU and/or AGU structures, it is possible to dynamically adapt the video encoder to the characteristics of the target application and/or of the communication channel. In such situations, this implementation can be regarded as a suitable alternative for video encoding applications running on portable and mobile devices [6].

On the other hand, when battery-supplied devices are considered, different requirements must be taken into account. For such cases, where power consumption is a mandatory requirement, the implemented ASIC ME circuit clearly evidences its suitability to efficiently implement ME algorithms, by requiring only 31 mW when operating at 100 MHz.

7. Conclusions

This paper presents a performance analysis of two distinct implementations of a recently proposed high performance programmable and specialized architecture for ME. The comparison is performed by considering the integration of such structure in a video encoding system as a motion estimation co-processor, using two quite different technologies: a high performance FPGA device, from the Xilinx Virtex-II Pro family, and an ASIC based implementation, using a 0.18µm CMOS standard cells library.

The experimental results obtained with the implementation of several different ME algorithms (FSBM, 3SS and DS) in these co-processors have shown that the two considered implementations present very similar performance levels and allow the estimation of MVs in real-time (above 25 fps) up to the CIF image format. Such results also demonstrated that the power consumption requirements of the ASIC implementation makes it more suitable to efficiently implement ME algorithms in battery-supplied devices. Nevertheless, the reconfigurability properties of the FPGA implementation allow the motion estimator to dynamically adapt the video encoder to the characteristics of the target application and/or of the communication channel.
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Table 3. Comparison of the performances of the two considered implementations of the ME co-processor.

<table>
<thead>
<tr>
<th>ME Algorithm</th>
<th>Average #Clk/MB</th>
<th>Max. frame-rate [fps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSBM</td>
<td>75922</td>
<td>8.29</td>
</tr>
<tr>
<td>3SS</td>
<td>7453</td>
<td>84.49</td>
</tr>
<tr>
<td>DS</td>
<td>10588</td>
<td>56.68</td>
</tr>
<tr>
<td>QCIF</td>
<td>FPGA</td>
<td>13.30</td>
</tr>
<tr>
<td></td>
<td>ASIC</td>
<td>21.12</td>
</tr>
<tr>
<td></td>
<td>FPGA</td>
<td>14.67</td>
</tr>
<tr>
<td></td>
<td>ASIC</td>
<td>23.53</td>
</tr>
</tbody>
</table>
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