Peak-power control of a grid-integrated oscillating water column wave energy converter
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A B S T R A C T

A critical characteristic of most WECs (wave energy converters) is the large peak-to-average power ratio. This poses many challenges to the design of high-efficient PTO (power take-off) systems and, even more importantly, to integrate this form of renewable energy into power grids. The OWC (oscillating water column) WECs are devices whose PTO uses an air turbine as the primary energy converter. Besides its inherent simplicity, probably the greatest advantage of OWC based WECs is the ability to control or dissipate any excess of energy available to the PTO system that may occur in medium to highly energetic sea states. The contribution of the paper is the performance assessment of a new control algorithm to operate a HSSV (high-speed stop valve) installed in series with the turbine. The goal is to perform close-to-optimal latching control of the WEC and, simultaneously, operate the HSSV to limit the energy available to the turbine/generator set. The proposed control algorithm shows large improvements in the extracted mean power while limiting the peak-to-average power ratio, thus improving the power quality delivered to the electrical grid. Tests performed in a large-scale PTO test rig validated the algorithm.

1. Introduction

The European Strategy for Energy and Climate change has defined a set of action plans for the reduction of greenhouse gases. One of those actions imposes that 20% of energy consumption that has to originate from renewable sources by 2020, a value still far from its objective [1,2]. Energy security issues are also forcing the EU (European Union) to focus on the investment of innovative renewable energy technologies [3]. However, the large integration of renewable is only possible through the diversification of energy sources [4–6]. The ocean waves are known to be an abundant energy source, but the technology for their conversion is still far from fully mature [7,8]. One of the options that is creating policy mechanisms to raise the competitiveness of the wave energy industry to the level of the more conventional renewable technologies [9].

The hydrodynamic performance and the integration of the power take-off system, especially under extreme wave conditions are critical issues [10–12]. A characteristic of most WECs (wave energy converters) is the randomness and the large peak-to-average ratio of the power output under irregular waves. Yet few works have been devoted to the integrated study of the hydrodynamics and the control of the turbine-generator set.

For grid operators, the integration of this new form of renewable energy — the wave energy with its unique specific features — introduces new challenges that have to be addressed. In most devices, peak-to-average power ratio control — peak shaving — is a difficult task due to the limited capability of the power take-off system to control or dissipate the excess of energy that occurs in the more energetic sea states.

Normal operation under medium to more energetic sea states requires a PTO system with an oversized generator. This choice has two main drawbacks: i) it increases the PTO costs and, most importantly, ii) it reduces the produced energy due to the inherent low efficiency of the generator/power converter set under small load operation.

The OWC (oscillating-water-column) devices are possibly the systems in which the control of the peak-to-average power ratio can be more easily and more effectively achieved. In an OWC, there is a fixed or floating hollow structure, open to the sea below the water surface, that traps air above the inner free-surface [13]. Wave
action alternately compresses and decompresses the trapped air which is forced to flow through a turbine coupled to a generator. The PTO of an OWC device has only one moving part: an air turbine/generator set installed above the water level. The typical turbine rotational speed is in the range of 500–2000 rpm allowing the use of commercial off-the-shelf electrical generators from two-to eight pairs of poles [14]. This configurations reduces the manufacture, installation and maintenance costs.

The safe operation of the PTO system requires the limitation of the pneumatic power available to the turbine. Two valve configurations can be used to control the turbine flow rate: i) a relief valve installed in parallel with the turbine or ii) a HSSV (high-speed stop valve) mounted in series with the turbine. The relief valve is a very appealing concept. However, the large size required for the valve has deterred its application. Apart from PTO protection, the HSSV may have another application: the so-called latching control.

Budal and Falnes in 1977 proposed latching as a way of phase controlling oscillating buoys [15]. This control strategy consists in stopping a WEC during appropriated time intervals in such a
manner that the oscillating velocity is in phase with the excitation force, see Fig. 1. Significant power output gains are achieved if latching is applied in conjunction with optimal control [16,17]. In the presence of regular waves, as in Fig. 1 b), latching control is a mere repetition of the optimal control action for a single period. Latching control under irregular waves is a much more difficult problem, see Fig. 1 c).

Latching control of an OWC device may be performed by opening/closing a HSSV installed in series with the turbine. The first generations of OWC devices used Wells or axial-flow impulse turbines. In this type of turbines, the HSSV must close a large annular duct during a time interval of typically 0.1 s which is a very difficult engineering challenge. Salter [18] proposed a sophisticated pneumatic valve to close the annular duct of the 1.7 m diameter Wells turbine of the Pico plant within the required actuation time. The practical complexity of this type of valves is probably the main reason why, until recently, very few papers were published on OWC latching control [19–23].

An OWC spar-buoy [24] (Fig. 2) and a new type of self-rectifying air turbine, called the biradial turbine [25,26] (Fig. 3), together with latching control, are being developed at Instituto Superior Técnico, Lisbon. The biradial turbine overcomes several limitations of the first generation of self-rectifying air turbines for OWC devices. The turbine is symmetrical with respect to a mid-plane perpendicular to its axis of rotation. The rotor blades are surrounded by a pair of radial-flow guide-vane rows. Each guide vane row is connected to the rotor by an axisymmetric duct whose walls are flat discs. The special geometry of the biradial turbine allows an axially sliding mechanism that operates as a HSSV with a typical stroke of less than 10% of the turbine diameter. Although latching control introduces an increased mechanical complexity in the system, it has been found that an appropriate control of the turbine flow could reduce the overall system costs by decreasing the size of the device for the same extracted power.

In oscillating-body WECs, dynamic forces resulting from latching control must be withstood by the PTO system or by some additional braking system. In most systems, the latching order is only given when the (relative) velocity of the floater with respect to the PTO system is close to zero to reduce dynamic forces and wearing problems. In the case of stiff systems, such as hydraulic circuits or linear generators, this may be seen as a major structural problem especially for dynamic compressive stresses (buckling). System latching under medium to more energetic sea state conditions aggravates these difficulties. Furthermore, the cyclic nature of the wave forces induces major fatigue and wearing problems.

Probably the major problem in what concerns real applications of latching control is the requirement of excitation force prediction over, say, one to three wave periods. Diffraction force prediction over longer than a few wave periods is impossible with the current forecasting state-of-art models. In the present paper, we assume that a prediction horizon of about 10 s–24 s is achievable, possibly with sensors located upwave of the converter. Wave forecasting within this time range has been implemented and tested at the Pico fixed OWC power plant [27,28]. These predictions were based on autoregressive models of the wave elevation inside the OWC chamber and also from upwave elevation measured at a distance of 60 m from the Pico OWC chamber. Although such results were encouraging, it was recognized that they were dependent on the local wave climate and concerned a shoreline OWC plant, not an offshore floating one. Other wave forecasting results based on autoregressive models have been presented in Refs. [29,30]. For the same purpose, Sheng and Lewis used a more computationally demanding strategy based on artificial neural networks [31].

![Fig. 1](image1.png) a) Classical WEC system with a linear PTO reacting against the sea bottom. b) Latching control in regular waves. c) Latching control in irregular sea waves. The velocity of the buoy is \( \mathbf{v}_{\text{buoy}} \) and \( F_{\text{waves}} \) is the wave excitation force.

![Fig. 2](image2.png) Longitudinal section of the OWC spar-buoy geometry (not to scale). The device is equipped with a biradial air turbine and a high-speed stop valve in series with the turbine. The high-speed stop valve is shown in the closed position.
The compressibility of the air in the chamber plays an important role in the design and operation of an OWC WEC for several reasons:

- It changes the system response phase.
- From a structural point of view, it reduces the impact forces and fatigue problems, increases the system reliability and, most importantly, decreases structural costs.
- Latching is not expected to be so effective as in the case of an oscillating rigid body WEC, as shown in Fig. 1, since stopping the flow through the turbine does not stop the relative motion between the inner free-surface and the structure.
- It decreases the forces resulting from latching since i) the area of the valve surface subject to the chamber pressure is a small fraction of the area of the OWC free surface and ii) the air compressibility has a spring effect.
- It removes the constraint of latching having to coincide with an instant of zero relative velocity between the floater and the OWC.

The last item is probably the most important to reduce the peak-to-average power ratio. It allows the actuation of the high-speed stop valve whenever required by the control algorithm.

Electrical generators are known to perform poorly at partial loads than about one third of the rated power. Besides, over-heating of the power electronics prevents the rated power from being exceeded. Air turbines behave differently. If their rotational speed is adequately controlled, they are able to work close to the optimum operating point for a very wide range of load conditions.

The focus of the present work is to: i) increase the time averaged turbine power output and ii) to limit the maximum available power to the PTO system by using a control algorithm to open/close a HSSV installed in series with the turbine. This strategy reduces the required rated power of the generator/converter set and increases the power output of the system. The control was implemented within a receding horizon framework [32]. The practical requirements of this type of control were evaluated by simulating and comparing different receding horizon time intervals. The algorithm was tested and validated experimentally in a medium-scale PTO test rig using a hardware-in-the-loop configuration.

In comparison with Refs. [33,34], the new contributions of the present paper are: an improved numerical model of the turbine equipped with a HSSV; a latching control algorithm based on receding horizon strategy with constraints to reduce the turbine peak-to-average power ratio under medium to more energetic sea states; and an enhanced formulation of the scaling laws used for testing the control in a medium-scale PTO test rig.

The paper is organized as follows. The numerical aspects of the overall system are presented in section 2. The optimization problem is introduced in section 3, followed, in section 4, by a short characterization of the test rig where the experimental validation was performed. Numerical results are reported in section 5. Conclusions can be found in section 6.

2. Numerical modelling

2.1. OWC spar-buoy hydrodynamics

Consider the two-body heaving system presented in Fig. 2, where body 1 is the buoy and body 2 is the OWC free surface modelled as rigid piston. The time-dependent coordinates of the heaving bodies 1 and 2 are \( z_1(t) \) and \( z_2(t) \), respectively, increasing upwards. At equilibrium, \( z_1 = z_2 = 0 \).

The equations of motion can be found in Ref. [35] for an arbitrary number of oscillating bodies, and in Ref. [36] for the specific case of two bodies oscillating in heave. The equations of motion of bodies 1 and 2, acted upon by sinusoidal waves of frequency \( \omega \), are given by

\[
(m_1 + A_1^{\infty}) \ddot{z}_1 + A_1^{\infty} \ddot{z}_2 = -K_1 z_1 + S_2 p_{at} \left( \omega^2 - R_{11} - R_{12} \right) + F_{dz} \quad (1)
\]

\[
(m_2 + A_2^{\infty}) \ddot{z}_2 = -K_2 z_2 - S_2 p_{at} \left( \omega^2 - R_{21} - R_{22} + F_{dz} \right).
\]

Here \( m_i \) (\( i = 1 \) for the floater, \( i = 2 \) for the OWC) is body mass, \( A_i^{\infty} \) is the limiting value at infinite frequency of the added mass of body \( i \) as affected by the motion of body \( j \), \( K_i = \rho g S_i \) is the hydrostatic stiffness of body \( i \) where \( \rho \) is the water density, \( g \) is the gravity acceleration, \( S_1 \) is the cross sectional area of body 1 defined by the undisturbed free-surface, \( S_2 \) is the OWC cross sectional area at the undisturbed free-surface, and \( p_{at} \) is the atmospheric pressure. The dimensionless relative pressure is defined as

\[
p^* = \frac{p - p_{at}}{p_{at}}
\]

where \( p \) is the absolute air chamber pressure.

The hydrodynamic excitation force on body \( i \) is given by

\[
F_{di}(\omega_k) = \sum_k \Gamma_i(\omega_k) A_{ik} \cos(\omega_k t + \phi_{ik}),
\]

where \( k \) is the number of sinusoidal waves used to discretize a Pierson-Moskowitz spectrum. The amplitude, the excitation force per unit wave amplitude and the phase response of body \( i \) as functions of the frequency \( \omega_k \) of the wave component of order \( k \), are denoted by \( A_{ik} \), \( \Gamma_i(\omega_k) \) and \( \phi_{ik} \), respectively. All the hydrodynamic coefficients of the OWC spar-buoy were computed using a commercial software package [37]. The details about the discretization of the Pierson-Moskowitz spectrum are found in Ref. [33].

The radiation damping forces \( R_{ij} \) on body \( i \) due to body \( j \) are given by

\[
R_{ij} = \int_0^t K_{ij}(t - s) \ddot{z}_j(s) \, ds.
\]

These forces can be represented by the state-space model

\[
y_{ij} = A_{ij} y_{ij} + b_{ij} \ddot{z}_j,
\]

where...
\[ R_{ij} = c_{ij}^T y_{ij}, \]

where \( y_{ij} \in \mathbb{R}^{p \times 1}, A_i \in \mathbb{R}^{p \times p}, b_i \in \mathbb{R}^p, c_i \in \mathbb{R}^p, \) and \( T \) denotes the transpose operator. These matrices are obtained using the FDI (Frequency Domain System Identification) toolbox described in Ref. [38]. We use the same degree of approximation \( p \) for all the radiation terms.

### 2.2. Air chamber

Assuming the compression/expansion of the air in the chamber as an isentropic process, the pressure inside the chamber can be related to the volume, \( V_c \), and the flow rate through the turbine, \( Q_{\text{turb}} \), by

\[ \dot{p}^* = -\gamma (p^* + 1) \frac{V_c}{V_c} - \gamma (p^* + 1) \beta \frac{Q_{\text{turb}}}{V_c}, \]

where

\[ V_c = V_0 + (z_1 - z_2) S_2, \]

\[ \beta = \frac{\gamma - 1}{\gamma}. \]

\( \gamma \) is the specific heat ratio for air and \( V_0 \) is the volume of air inside the chamber in calm water. In (6) the mass flow rate of air through the turbine is considered to be positive for outward flow, see Ref. [33] for further details. From (6), we found that decreasing the typical air chamber volume, \( V_c \), increases the pressure fluctuations, \( \dot{p}^* \), and vice-versa.

### 2.3. The turbine/generator set

The dynamic of the turbine/generator set is described by

\[ \dot{\Omega}^* = \frac{1}{\Omega_{\text{nom}}} (T_{\text{turb}} - T_{\text{gen}}), \]

where

\[ \Omega^* = \frac{\Omega}{\Omega_{\text{nom}}} \]

is the dimensionless rotational speed, \( \Omega \) is the rotational speed, \( \Omega_{\text{nom}} \) is the nominal rotational speed of the generator in radians per unit time, \( I \) is the moment of inertia of the turbine/generator set and \( T_{\text{turb}} \) and \( T_{\text{gen}} \) are the turbine torque and generator torque. Henceforth, the superscript \(^*\) denotes a dimensionless quantity.

#### 2.3.1. Turbine power and torque

The performance characteristics of a turbine define the relations between the volumetric flow rate, \( Q_{\text{turb}} \), the pressure difference, \( p - p_{\text{atm}} \), and the power extracted, \( P_{\text{turb}} \), and can be presented in dimensionless form (neglecting the effect of the variations in Reynolds number and Mach number (see [39]) by \( \Phi = \Phi(\Psi) \) and \( \Pi = \Pi(\Psi) \), where the dimensionless volumetric flow rate, dimensionless pressure head and dimensionless power are

\[ \Phi = \frac{Q_{\text{turb}}}{\Omega d^2}, \]

\[ \Psi = \frac{p - p_{\text{atm}}}{\Omega^2 d^2} = \frac{p^* p_{\text{atm}}}{\Omega^2 d^2}, \]

\[ \Pi = \frac{P_{\text{turb}}}{\Omega^2 d^5}. \]

respectively. Here \( d \) is the turbine rotor diameter and \( P_{\text{turb}} \) is the turbine aerodynamic power (equal to the aerodynamic torque times the rotational speed). The reference density \( \rho_{\text{ref}} \) is at the turbine inlet stagnation conditions. In the present work we assume the approximation \( \rho_{\text{ref}} = \rho_{\text{atm}} \).

The turbine efficiency is the ratio between the turbine aerodynamic power and the available pneumatic power

\[ \eta = \frac{P_{\text{turb}}}{p^* p_{\text{atm}} Q_{\text{turb}}} = \frac{\Pi}{\Phi \Psi}. \]

The turbine flow coefficient \( \Phi \), power coefficient \( \Pi \) and efficiency \( \eta \) are plotted in Fig. 4 as functions of the dimensionless pressure head, \( \Psi \). It is remarked that \( \Phi \) and \( \eta \) are odd and even functions of \( \Psi \).

The turbine aerodynamic power is computed from (14) as

\[ P_{\text{turb}} = \eta p^* p_{\text{atm}} Q_{\text{turb}} = \eta_{\text{ref}} p^* p_{\text{atm}}, \]

where

\[ \eta_{\text{ref}} = p_{\text{atm}} \Omega_{\text{nom}} d^3, \]

\[ P_{\text{turb}}^* = \eta (u \Psi) p^* \Phi(u \Psi) \Omega^* \]

and \( u \) is a control variable that describes the state of the HSSV. The stable operation of the air turbine introduces a severe constraint on the control of the HSSV. Only two HSSV states are allowed: open, \( u = 1 \), or closed, \( u = 0 \).

The turbine aerodynamic torque is obtained from (15) as

\[ T_{\text{turb}} = \frac{1}{\Omega} \eta p^* p_{\text{atm}} Q_{\text{turb}} = T_{\text{turb}}^* \Omega_{\text{turb}}. \]

where

\[ \text{Fig. 4. Efficiency, } \eta, \text{ dimensionless mass flow rate, } \Phi, \text{ and dimensionless power, } \Pi, \text{ as functions of the dimensionless pressure head, } \Psi, \text{ of the biradial turbine used in the numerical simulations, adapted from Ref. [26].} \]
2.3.2. Generator power and torque

The turbine best efficiency point, \( \eta_{\text{bep}} \), has a corresponding dimensionless power coefficient \( \Omega_{\text{bep}} \), see Fig. 4. From (13), if only the time-averaged turbine aerodynamic efficiency is to be maximized, then the optimized turbine power is only a power function of the rotational speed

\[
\rho_{\text{turb}} = \phi_{\text{opt}} d^3 \Omega_{\text{bep}}^3.
\]  

(21)

Since, over a long period of time, the net energy stored in the PTO is zero, then, if bearing friction losses are neglected, the time-averaged turbine output power must be equal to the time-averaged generator power \( P_{\text{turb}} = P_{\text{gen}} \). Following [40], the generator power output is modelled using a power law

\[
P_{\text{gen}} = a \Omega^b = P_{\text{gen}}^\text{ref} \Omega_{\text{gen}}^b,
\]  

(22)

where

\[
P_{\text{gen}}^\text{ref} = a \Omega_{\text{nom}}^b.
\]  

(23)

The exponent \( b \) was found to be slightly greater than 3 to maximize the overall system efficiency (OWC plus turbine), see Fig. 5. The constants \( a \) and \( b \) are to be determined for the type and geometry of the OWC device and for the characteristics of the air turbine. In the present work, constants \( a \) and \( b \) were obtained using a least-squares exponential regression of the maximum power output values obtained by an optimization algorithm, as function of the rotational speed, for a given set of sea-states characteristic of the wave climate off the Portuguese Western coast, see Refs. [33,41] for details.

From (22), the generator control law is

\[
T_{\text{gen}} = a \Omega^{b-1} = T_{\text{gen}}^\text{ref} \Omega_{\text{gen}}^{b-1},
\]  

(24)

where

\[
T_{\text{gen}}^\text{ref} = \rho_{\text{turb}} d^3 \Omega_{\text{bep}}^3.
\]  

(19)

Using (18) and (24), (9) is finally written as

\[
\Omega_{\text{gen}}^* = \frac{1}{\Gamma \Omega_{\text{nom}}} \left( T_{\text{turb}}^\text{ref} \Omega_{\text{bep}} - T_{\text{gen}}^\text{ref} \Omega_{\text{nom}}^{b-1} \right).
\]  

(26)

3. Optimization problem

3.1. The performance index

The aim of the present work is find the control \( u(t) \in \{0, 1\} \) that maximizes the dimensionless time-averaged turbine power output along the time interval \( T_f \)

\[
P_{\text{turb}}^\text{gen}(x, u, T_f) = \frac{1}{T_f} \int_0^{T_f} P_{\text{turb}}^\text{gen}(x, u, t) \, dt,
\]  

(27)

and, simultaneously, limits the excess of energy available to the turbine

\[
P_{\text{turb}} \leq P_{\text{turb}}^\text{rated}.
\]  

(28)

and to the generator

\[
P_{\text{gen}} \leq P_{\text{gen}}^\text{rated}.
\]  

(29)

that may occur in medium to more energetic sea states. The symbol \( P_{\text{turb}}^\text{rated} \) denotes the generator rated power. The control parameters \( P_{\text{turb}}^\text{rated} \) and \( P_{\text{gen}}^\text{rated} \) define when the constraint are activated; typically \( P_{\text{turb}}^\text{rated} \geq P_{\text{gen}}^\text{rated} \).

The constraints are implemented using dimensionless quadratic penalty functions \( G_i \) defined as

\[
G_i(x, u, t) = \frac{1}{T_f} \int_0^{T_f} g_i(x, u, t) \, dt.
\]  

(30)

where

\[
g_i(x, u, t) = -w_i u C_i(x, u, t).
\]  

(31)

and the weights \( w_i > 0 \) are user defined constants.

Using (15) and (22), the dimensionless functions \( C_i \) for the turbine, \( i = 1 \), and the generator, \( i = 2 \), are implemented as

\[
C_1(x, u, t) = \max \left( P_{\text{turb}}^\text{gen} \frac{P_{\text{gen}}^\text{rated}}{P_{\text{turb}}^\text{rated}} - P_{\text{turb}}^\text{gen}, 0 \right)^2,
\]  

(32)

\[
C_2(x, u, t) = \max \left( \Omega_{\text{gen}} - \Omega_{\text{nom}} \frac{P_{\text{gen}}^\text{rated}}{P_{\text{turb}}^\text{rated}}, 0 \right)^2.
\]  

(33)

The first constraint \( C_1 \) is a non-linear function of \( u \).

For the control strategy, we want to determine \( u(t) \) that maximizes the performance index

\[
C(x, u, T_f) = P_{\text{turb}}^\text{gen}(x, u, T_f) + C_1(x, u, T_f) + C_2(x, u, T_f).
\]  

(34)
subjected to the constraint \( u \in [0, 1] \), for \( 0 \leq t \leq T_f \).

3.2. The numerical model as a first-order system of ODEs

The system of Eqs. (1), (6) and (27) and constraints (30) can be written as a system of first-order ODEs (ordinary differential equations) in vectorial form

\[
x = F(x, u),
\]

where

\[
x = \begin{pmatrix} v_1 & v_2 & z_1 & z_2 & p^+ & \Omega^+ & p^+_{\text{turb}} & T^e_{\text{turb}} & z_1^* & z_2^* \end{pmatrix}^T.
\]

Using (36), the right-hand side of (35) becomes

\[
F(x, u) = \begin{pmatrix} F_1 \\ F_2 \\ F_3 \\ F_4 \\ F_5 \\ F_6 \\ F_7 \\ F_8 \\ F_{11} \\ F_{12} \\ F_{22} \end{pmatrix} = \begin{pmatrix} M_1^T \mathbf{F}_1 - A_{12} \mathbf{F}_2 \\ M_1^T \mathbf{F}_2 - A_{21} \mathbf{F}_1 \\ v_1 \\ v_2 \\ -\gamma (p^+ + 1) \frac{\hat{V}_c}{V_c} \gamma (p^+ + 1) \frac{\Omega_{\text{turb}}}{\Omega_c} \\ \frac{1}{\Omega_{\text{nom}}} (T_{\text{turb}}^e - T_{\text{gen}}^e \Omega^{b-1}) \\ p_{\text{turb}}^+ T_f^{-1} \\ g_1^T T_f^{-1} \\ g_2^T T_f^{-1} \\ A_{11} \mathbf{y}_{11} + b_{11} v_1 \\ A_{12} \mathbf{y}_{12} + b_{12} v_2 \\ A_{21} \mathbf{y}_{21} + b_{21} v_1 \\ A_{22} \mathbf{y}_{22} + b_{22} v_2 \end{pmatrix},
\]

subjected to the constraint \( u \in [0, 1] \), for \( 0 \leq t \leq T_f \).

Hereafter, we will assume that vectors are column vectors, and block notation in vectors and matrices will be used.

The initial condition of the state \( x \) in (35) is

\[
x_0 = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}^T,
\]

where \( \mathbf{0}_p \) denotes a zeros column vector with dimension \( p \).

3.3. The Pontriagyn Maximum Principle

The optimal control problem consists in computing the instantaneous state of the HSSV, \( u(t) \), that maximizes the performance index associated with the final state \( C(T_f) \) given by (34).

Following the PMP (Pontriagyn Maximum Principle), let us define the functional \( \mathcal{J}(u) \),

\[
\mathcal{J}(u) = C(T_f, x, u) = \frac{1}{T_f} \int_0^{T_f} \mathbf{J}^T (x - F(x, u)) \, dt.
\]

The components of vector \( \lambda \), named co-states, can be viewed as Lagrange multipliers used to compute the optimal solution \( u(t) \) subjected to satisfy the system of (35). The PMP states that, at each instant \( t \), the Hamiltonian

\[
\mathcal{H}(x, u, \lambda) = \lambda^T F(x, u),
\]

is maximum for the optimal input \( u \). Along the optimal control path \( (x, \lambda, u) \), the co-states are computed from

\[
\dot{\lambda} = -\nabla_x \mathcal{H}(x, u, \lambda)^T \lambda,
\]

subjected to the terminal condition

\[
\lambda(T_f) = 0.
\]

Eq. (48) is the so-called adjoint equation. Eq. (46) reveals that we need to have a wave prediction over the time interval of the optimal control problem, \( T_f \).

Considering the structure of the adjoint system of equations, it is concluded that \( \lambda_2 = \lambda_5 = \lambda_9 = 1 \). Using these values for the adjoint variables and denoting by \( \Pi \) the terms of the Hamiltonian \( H \) that depend on \( u \), we get

\[
\Pi(x, u, \lambda) = -\lambda_5 \gamma (p^+ + 1) \frac{\Omega_{\text{turb}}}{\Omega_c} + \lambda_6 \frac{1}{\Omega_{\text{nom}}} T_{\text{turb}} T_{\text{gen}}
\]

\[
+ \frac{1}{T_f} (p_{\text{turb}}^+ + g_1^T + g_2^T).
\]

For the present analysis it is convenient to write (50) as

\[
\Pi(x, u, \lambda) = -\lambda_5 \gamma (p^+ + 1) \frac{\Omega d^3}{\Omega_c} \Phi(u, \Psi) + \rho_{\text{at}} \Omega d^2 \frac{\lambda_6 d^3}{\Omega_{\text{nom}}} T_{\text{turb}}
\]

\[
+ \frac{\Omega}{T_f \rho_{\text{at}}} \Pi(u, \Psi)
\]

\[
- \frac{w_1}{T_f} \max \left( \rho_{\text{at}} \Omega d^3 T_{\text{turb}} \frac{\lambda_6 d^3}{\Omega_{\text{nom}}} T_{\text{gen}} \right)^2
\]

\[
- \frac{w_2}{T_f} \max \left( \Omega^b - r_{\text{gen}} \frac{\rho_{\text{at}} \Omega d^3 T_{\text{turb}}}{\Omega_{\text{nom}}} \right)^2.
\]
Eq. (51) is a non-linear function of the control variable \( u \), and the optimal HSSV command is computed as follows.

The stable operation of the air turbine implies a two-position HSSV: closed or opened. The optimal HSSV command is such that it maximizes \( H(x, u, \lambda) \) constrained to \( u \in [0, 1] \). Therefore, we get a bang–bang type of control. From (51), if the HSSV is closed, \( u = 0 \), then \( H(x, u, \lambda) = 0 \), since \( \Phi(0) = \Pi(0) = 0 \), see Fig. 4. Moreover, \( H \) is maximized if \( H(x, u, \lambda) > 0 \) when the HSSV is opened, \( u = 1 \).

The optimal HSSV command is computed using the switching function

\[
u(t) = \begin{cases} 1, & \text{if } H(x, u, \lambda) > 0 \text{ when } u = 1, \\ 0, & \text{otherwise.} \end{cases}
\]

(52)

The current optimal problem has no singular arcs. The only condition for which \( H(x, u, \lambda) \) is independent of the value of \( u \) is when \( p^* = 0 \) and all the constraints are not active, \( g^*_i < 0 \). For the wave spectra studied, this condition only occurs in the instants where \( p^* \) changes the sign.

The most important detail in the implementation of the constraints is the multiplication of \( c_i(x, u, t) \) by the control variable \( u \), see (30) and (31). This introduces the constraints \( g_i^* \) in the Hamiltonian terms that depend on \( u, H(x, u, \lambda) \).

### 3.4. Receding horizon latching control

A wave prediction time interval that corresponds to an optimization interval, \( T_f \), of several minutes is not possible to achieve with the current sea waves forecasting models. To implement a realizable latching control in real-time we need a fast algorithm capable of computing a sub-optimal solution using a short prediction time interval. In the present work, a receding horizon approach was adopted [32,43].

Hereafter, we will assume a discrete non-linear solution for the control problem with a time-step \( \Delta t \). We define \( x_n = x(t_n) \), \( u_n = u(t_n) \), \( t_n = n \Delta t \), \( T_f = M \Delta t \), where \( M \) and \( n \) are integers such that \( n = 0, ..., M \).

Let us consider a constant short-term-prediction time interval, \( T_{RH} \), that starts at the current instant \( t_n \), such that \( T_{RH} = m \Delta t \), see Fig. 6. We compute the position of the latching valve for the next time interval, \( u_{n+1} \), based on PMP considering the wave prediction within the time interval \( T_{RH} \). As time advances to the next time step, \( t_{n+1} \), we update the wave prediction over the time interval, \( T_{RH} \), shifted forward (hence the name moving or receding horizon control) and compute the position of the latching valve for the next time interval, \( u_{n+2} \). To improve the computational efficiency of the algorithm, we use the previous control solution, \( u_i \), computed in the previous time step within the receding horizon, \( i = n + 1, ..., n + m \), as the initial condition of the present computations, see arrows in Fig. 6.

![Fig. 6. Receding horizon control.](image)

**Algorithm 1** Receding horizon real-time control

1. for \( i \) such that \( i = 1, \ldots, M + m \) do
2. \( u_i \leftarrow 1 \)
3. end for
4. set the initial conditions at instant \( t_1 \): \( x_1 \) and \( u_1 \)
5. for \( n \) such that \( n = 1, \ldots, M \) do
6. apply the command \( u_n \) to the high-speed stop valve
7. read the experimental value of \( \Omega_n \) and use it as an initial condition
8. compute the final condition at instant \( t_{n+m} \): \( \lambda_{n+m} \)
9. forward solve \( x = F(x, u) \), for \( x_i \) such that \( i = n, \ldots, n + m \)
10. backward solve \( \lambda = -\nabla_x F(x, u)^T \lambda \), for \( \lambda_i \) such that \( i = n + m, \ldots, n \)
11. for \( i \) such that \( i = n + m, \ldots, n \) do
12. \( \Delta u_i = G \text{ sign}(H(x_i, \lambda_i, u = 1)) \)
13. \( u_i = \text{round}(\max(\min(u_i + \Delta u_i, 1), 0)) \)
14. end for
15. end for
An iterative algorithm is adopted to compute the control $u_t$. From the numerical point-of-view, this algorithm may be viewed as a successive under-relaxation method. Let us start by computing an update to the control variable $u_t$ based on $\mathcal{H}$ when $u = 1$,

$$
\Delta u_t = G \text{sign}(\mathcal{H}(x_t, A_t, u = 1)),
$$

where

$$
\text{sign}(x) = \begin{cases} 
-1, & x < 0, \\
0, & x = 0, \\
+1, & x > 0,
\end{cases}
$$

and $G$ is a user-defined gain. The control variable is updated in each iteration by

$$
u_n = \text{round}(\max(\min(u_n + \Delta u_n, 1), 0)).
$$

The adopted procedure is described in Algorithm 1.

Stability problems were found in the numerical solution of the adjoint (48). This behaviour is reported in Bryson and Ho [44]. The aim of using the dimensionless variables $\mathcal{P}, \Omega, \mathcal{P}^*, \mathcal{G}^*$ and $\mathcal{G}_d$ is to improve the convergence properties of the ODE system (48) by having the same order of magnitude for all the variables, $\mathcal{O}(1)$. For the present control problem, the 5th-order Dormand-Prince method was the lowest order ODE solver that was able to obtain a stable solution of the adjoint equation. This method was also used to solve (35), thus ensuring the same order of accuracy in the overall solution of the control problem.

4. The Tecnalia PTO test rig

4.1. Experimental setup

The Tecnalia test rig is represented schematically in Fig. 7. The objective of the tests is to evaluate the generator dynamics by simulating the turbine via a motor where its supplied torque is computed in real-time as a function of the instantaneous sea state conditions.

The motor and the generator are coupled through a shaft where a flywheel is mounted to increase the inertia. The motor is a two-pair-of-poles squirrel cage induction motor with a rated power of 15 kW. The nominal and the maximum rotational speeds are 1460 rpm and 1800 rpm, respectively. The motor is controlled by a frequency converter with a rated power of 18 kW. It allows power-peaks up to 28 kW. The generator is a squirrel cage induction generator with a rated power of 11 kW. The nominal and the maximum rotational speeds are 768 rpm and 1000 rpm, respectively. The generator is connected to an isolated grid with 400 V through a back-to-back power converter. The power converter rated power is 11 kW and controls the generator electromagnetic torque using an analogue signal supplied by the computer. A PLC (programmable-logic-controller) controls the system start-up and shut-down, and monitors any failure.

The test rig losses were found to be nearly proportional to the rotational speed, $P_{\text{loss}} = T_{\text{loss}} \Omega$, the associated torque being equal to $T_{\text{loss}} = 3.08 \text{ Nm}$ within the safe operation limits. A constant compensation torque is added to the motor to cancel the losses, $T_{\text{loss}}$. At each time-step, the measured instantaneous rotational speed is used as initial condition, $\Omega_0$, of Algorithm 2, see (45) and Fig. 7. The rotational speed is measured directly in the computer using the signal of the encoder attached to the motor shaft. Further details about the test rig can be found in Ref. [33].

4.2. Scaling laws

In the test bench we have the problem of how to respect the dynamic similitude if we are not able to scale the inertia and the rotational speed according to Froude’s scaling law.

The equations for modelling the rotational speed of a turbine/generator set at prototype (full) scale (subscript $p$) are

$$I_p \frac{d\Omega_p}{dt} = T_{\text{turb}} - T_{\text{gen}},$$

(57)

Using Froude’s scaling criterion, the inertia, rotational speed and torque of the model (subscript $m$) are given by

$$I_m = \left(\frac{D_m}{D_p}\right)^5 I_p,$$

(58)

$$\Omega_m = \left(\frac{D_p}{D_m}\right)^4 \Omega_p,$$

(59)

$$T_m = \left(\frac{D_m}{D_p}\right)^4 T_p,$$

(60)

yielding

$$I_m \frac{d\Omega_m}{dt} = T_{\text{turb}} - T_{\text{gen}}.$$  

(61)

However, the maximum rotational speed that can be used in the test bench is much lower than the model rotational speed, $\Omega_m$. To
scale the rotational speed while obeying the dynamic similitude we proceed as follows. Let us define a rotational speed, \( \Omega_r \), related to the model rotational speed by

\[
\Omega_r = \kappa \Omega_m,
\]

where \( \Omega_m \) is the test bench angular speed. Hereafter, the subscript \( r \) denotes a test bench quantity. Taking the time derivative of \( (62) \) and substituting in \( (61) \) we get, after rearranging,

\[
\frac{d\Omega_r}{dt} = \kappa \frac{I_r}{I_m} (T_{\text{turb}} - T_{\text{gen}}).
\]

The inertia of the test bench rotating parts is \( I_r \). If we multiply both sides of \( (63) \) by the test bench inertia we get

\[
I_r \frac{d\Omega_r}{dt} = \kappa \frac{I_r}{I_m} (T_{\text{turb}} - T_{\text{gen}}) = T_k - T_g.
\]

(64)

where

\[
T_k = \kappa \frac{I_r}{I_m} T_{\text{turb}} = \kappa \frac{I_r}{I_m} \left( \frac{D_m}{D_p} \right)^4 T_{\text{turb}},
\]

and

\[
T_g = \kappa \frac{I_r}{I_m} T_{\text{gen}} = \kappa \frac{I_r}{I_m} \left( \frac{D_m}{D_p} \right)^4 T_{\text{gen}} = \frac{I_r}{I_p} \frac{D_p}{D_m} T_{\text{turb}}.
\]

(65)

and

\[
T_g = \kappa \frac{I_r}{I_m} \frac{D_m}{D_p} T_{\text{gen}} - \kappa \frac{I_r}{I_m} \left( \frac{D_m}{D_p} \right)^4 T_{\text{gen}} = \frac{I_r}{I_p} \frac{D_p}{D_m} T_{\text{turb}}.
\]

(66)

Eq. (64) represents the dynamics of the test bench. In order to respect the angular acceleration of the model, that is related to the test bench angular acceleration through \( (62) \), we need to compensate the torque of the model by a factor equal to \( \kappa \frac{l_r}{l_m} \).

Denoting by \( D \) the OWC spar-buoy outer diameter, the scale of the tests, \( D_m/D_p \), is determined as function of the ratio between the rated powers of the generator of the test bench, \( P_g \), and the generator of the prototype, \( P_{g_p} \),

\[
\frac{D_m}{D_p} = \left( \frac{P_{g_p}^{\text{rated}}}{P_g^{\text{rated}}} \right)^{\frac{1}{4}}.
\]

(67)

The velocity ratio \( \kappa \) can be computed from the ratio of the nominal speed of test bench and nominal speed that should be used at model scale

\[
k = \frac{\Omega_{\text{nom}}}{\Omega_{\text{nom},r}},
\]

(68)

where \( \Omega_{\text{nom},r} \) is computed from the prototype scale using \( (59) \),

\[
\Omega_{\text{nom},r} = \frac{\Omega_{\text{nom}}}{\Omega_{\text{nom},r}} \left( \frac{D_p}{D_m} \right)^{\frac{1}{2}}.
\]

(69)

Assuming a relation between \( \Omega_r \) and \( \Omega_m \) as given by \( (68) \), we find, from \( (62) \) and using \( (68), (69) \) and \( (59) \), a simple relation between the rotational speeds of the test bench and the prototype

\[
\Omega_r = \frac{\Omega_{\text{nom},r}}{\Omega_{\text{nom}}} \Omega_p.
\]

(70)

5. Results

The OWC spar buoy diameter used in the computations was \( D_p = 12 \) m. Only irregular sea states were considered in the presented tests. The sea states were described by a Pierson-Moskowitz variance density spectrum \([45]\) with a 6 m significant wave height. These are rather highly energetic sea states since the objective was to test the limits of the control algorithm.

The duration of each test and the time step at prototype scale were 2400 s and 0.1 s, respectively. The radiation terms were computed with a 5th order state-space approximation, \( p = 5 \). The resulting system of ODEs, \( (35) \), comprises 29 equations. Since the system does not store energy over a long time interval, the time average turbine power output equals the time averaged generator power output, \( \bar{P}_{\text{gen}} = \bar{P}_{\text{turb}} \). Hereafter, to allow a better assessment of the performance of the control algorithm, the turbine output power is presented in dimensionless form by dividing by the generator rated power, \( P_{\text{gen}}^{\text{rated}} \), which is assumed to be constant for each set tests. Table 1 summarizes the results discussed in the present paper.

The set of tests A uses the generator with the highest rated power, see Table 1. Sets A and N allow the comparison of the results between constrained and unconstrained control for the same conditions. The results of set N were obtained without hardware-in-the-loop, scale being thereby meaningless in this configuration. Both sets show the effect of the receding horizon time interval in the system performance for a turbine/generator set with low inertia. The time-averaged turbine power output, \( \bar{P}_{\text{turb}}/\bar{P}_{\text{gen}}^{\text{rated}} \), is almost constant for the receding horizons of \( T_{\text{RH}} = \{2, 4, 8\} \) s, cases A1 through A3. The same behaviour is found for cases N1 through N3. The comparison of cases A1 through A3 with cases N1 through...
N3, shows that the constraints impose a large reduction in the time average turbine output power. Comparing case A4, \( T_{\text{RH}} = 16 \) s, with cases A1 through A3, we find that the receding horizon increase does not improve significantly the time average turbine power output due to the constraints. This conclusion is evidenced by comparing the case N4 with cases N1 to N3. The unconstrained control is particularly effective for the receding horizon interval of \( T_{\text{RH}} = 16 \) s, case N4.

The instantaneous turbine power output exceedance curves for sets A and N are plotted in Fig. 9. In set A, the constraints are violated only 1% of the time, \( \frac{P_{\text{gen}}}{P_{\text{rated gen}}} > 1 \). For the case N1, the generator rated power is exceeded 40% of the time, and in case N4 this value increases to 50%. Comparing the power peaks for sets A and N, the constrained control reduces these peaks by one order of magnitude, in comparison with unconstrained control.

The generator rated power for sets B and C is half of the generator rated power of set A,

\[
\left( \frac{P_{\text{rated gen}}}{P_{\text{gen}}} \right)_{B/C} = \frac{1}{2} \left( \frac{P_{\text{rated gen}}}{P_{\text{gen}}} \right)_{A},
\]  

(71)

Table 1 shows that set B has a much higher generator load than set A.

\[
\frac{P_{\text{turb}}}{P_{\text{rated gen}}} > \frac{P_{\text{turb}}}{P_{\text{rated gen}}} \]

(72)

The reduction in the generator rated power increases the number of time intervals where the constraint \( g_2 \) is active. In set B, the time-averaged turbine output power decreases with the increase in the receding horizon time interval. This behaviour results from a better handling of the constraint \( g_2 \) by the control with the increase of the receding horizon.

Set C shows the influence of the period of energy of the spectrum in the time-averaged generator output. As expected in this case, the performance of the system decreases with the increase in the energy period.

Comparing Fig. 9 a), we find that the generator working load is higher in set B than in set A, as the area below comparable curves is higher for the cases of set N. However, the peak power is much larger in set B than in set A.

From the analysis of the results obtained for set B, it is clear that the proposed control algorithm is unable to handle highly energetic sea states without violating the constraint \( g_2 \). This behaviour can be understood through (51) and (52). During the tests and for short time intervals, the co-states \( \lambda_5 \) and \( \lambda_6 \) take large values and the

<table>
<thead>
<tr>
<th>Fig</th>
<th>HIL</th>
<th>Set</th>
<th>Case</th>
<th>Sea state ( T_e ) [s]</th>
<th>Sea state ( H_e ) [m]</th>
<th>Inertia ( I_{\text{p}} ) [kg m(^2)]</th>
<th>R. Horizon ( T_{\text{RH}} ) [s]</th>
<th>Test scale [*]</th>
<th>( \frac{P_{\text{gen}}}{P_{\text{rated gen}}} ) [%]</th>
<th>( \frac{P_{\text{turb}}}{P_{\text{rated gen}}} ) [%]</th>
<th>Coeff. ( \nu_{\text{turb}} ) [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 a) Yes A</td>
<td>A1</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>2</td>
<td>3.135</td>
<td>100</td>
<td>100</td>
<td>41.6</td>
<td>41.6</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>4</td>
<td>3.135</td>
<td>100</td>
<td>100</td>
<td>41.6</td>
<td>41.6</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>A3</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>8</td>
<td>3.135</td>
<td>100</td>
<td>100</td>
<td>41.3</td>
<td>41.3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>A4</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>16</td>
<td>3.135</td>
<td>100</td>
<td>100</td>
<td>44.1</td>
<td>44.1</td>
<td>3</td>
</tr>
<tr>
<td>8 b) No N</td>
<td>N1</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>2</td>
<td>--</td>
<td>100</td>
<td>100</td>
<td>57.8</td>
<td>57.8</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>N2</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>4</td>
<td>--</td>
<td>100</td>
<td>100</td>
<td>58.4</td>
<td>58.4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>N3</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>8</td>
<td>--</td>
<td>100</td>
<td>100</td>
<td>58.6</td>
<td>58.6</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>N4</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>16</td>
<td>--</td>
<td>100</td>
<td>100</td>
<td>73.4</td>
<td>73.4</td>
<td>3</td>
</tr>
<tr>
<td>9 a) Yes B</td>
<td>B1</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>2</td>
<td>2.572</td>
<td>50</td>
<td>72.5</td>
<td>36.3</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>4</td>
<td>2.572</td>
<td>50</td>
<td>67.1</td>
<td>33.5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B3/C1</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>61.7</td>
<td>30.8</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B4</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>16</td>
<td>2.572</td>
<td>50</td>
<td>56.8</td>
<td>28.4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>9 b) Yes C</td>
<td>C1/B3</td>
<td>8</td>
<td>6</td>
<td>200</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>61.7</td>
<td>30.8</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>10</td>
<td>6</td>
<td>200</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>60.9</td>
<td>30.4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>12</td>
<td>6</td>
<td>200</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>53.4</td>
<td>26.7</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>16</td>
<td>6</td>
<td>200</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>25.8</td>
<td>12.9</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>10 Yes D</td>
<td>D1</td>
<td>8</td>
<td>6</td>
<td>600</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>68.2</td>
<td>34.1</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>10</td>
<td>6</td>
<td>600</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>62.2</td>
<td>31.1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>12</td>
<td>6</td>
<td>600</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>55.0</td>
<td>27.5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>D4</td>
<td>16</td>
<td>6</td>
<td>600</td>
<td>8</td>
<td>2.572</td>
<td>50</td>
<td>23.6</td>
<td>11.3</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 9.** Generator power exceedance curves for: a) set B and b) set C.

<table>
<thead>
<tr>
<th>( P_{\text{turb}} ) ( \left( \frac{P_{\text{rated gen}}}{P_{\text{gen}}} \right) )</th>
<th>( P_{\text{turb}} ) ( \left( \frac{P_{\text{rated gen}}}{P_{\text{gen}}} \right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \left( \frac{P_{\text{rated gen}}}{P_{\text{gen}}} \right) )</td>
<td>( \left( \frac{P_{\text{rated gen}}}{P_{\text{gen}}} \right) )</td>
</tr>
</tbody>
</table>

(72)

The reduction in the generator rated power increases the number of time intervals where the constraint \( g_2 \) is active. In set B, the time-averaged turbine output power decreases with the increase in the receding horizon time interval. This behaviour results from a better handling of the constraint \( g_2 \) by the control with the increase of the receding horizon.

Set C shows the influence of the period of energy of the spectrum in the time-averaged generator output. As expected in this case, the performance of the system decreases with the increase in the energy period.

Comparing Fig. 9 a), we find that the generator working load is higher in set B than in set A, as the area below comparable curves is higher for the cases of set N. However, the peak power is much larger in set B than in set A.

From the analysis of the results obtained for set B, it is clear that the proposed control algorithm is unable to handle highly energetic sea states without violating the constraint \( g_2 \). This behaviour can be understood through (51) and (52). During the tests and for short time intervals, the co-states \( \lambda_5 \) and \( \lambda_6 \) take large values and the
Hamiltonian, (50), is positive although the constraints are active and have a negative contribution. This is a consequence of introducing the constraints via a quadratic penalty function in the numerical method.

The simplest method to avoid the generator overpower is to saturate the instantaneous generator power at the rated power, thus relaxing the rotational speed control of the generator. However, this approach was not adopted to fully understand the limits of the proposed method. An alternative approach to address the constraint violation is to close the high-speed stop valve using an outer control loop. However, this option was also discarded. Nevertheless, important conclusions can be drawn from the results.

Finally, the last set of tests D shows the effect of increasing the inertia of the rotating parts of the turbine/generator set. The inertia ratio between sets D and C is \( I_D/I_C = 3.0 \). For constrained control, the effect of increasing the inertia in a system with low generator rated power is to increase the averaged turbine power output, see Fig. 10. As a result of the larger inertia, the constraints are active for shorter time periods due to the smaller amplitudes of the instantaneous turbine power output. The comparison of exceedance curves for sets C and D showed no significant differences apart from the lower power peaks for set D.

6. Conclusions

A constrained latching control algorithm for an OWC floating WEC was implemented and tested in a large scale test rig connected to the power grid. The simplicity of the biradial turbine equipped with a sliding high-speed stop valve opened the possibility of controlling the excess of energy available to the turbine/generator set. The compressibility of the air allows the operation of the high-speed stop valve whenever required by the control algorithm, which is not possible for stiff systems like hydraulic PTOs or linear direct drive electrical generators. This is a great advantage of OWC based devices.

The biradial air turbine has the ability to operate around the best efficiency point for a wide range of loading conditions and system inertia. Unconstrained control with a low inertia system extracts more energy due to the faster response of the turbine/generator set to the available pneumatic power peaks. In the case of a system with low generator rated power, constrained control extracts more energy in a system with a higher inertia. The higher inertia decreases the power peaks thus reducing the time periods during which the constraints imposed by the control algorithm force the high-speed stop valve to remain closed.

The proposed constrained control was found to be able to increase the generator load and to greatly reduce the output power peaks of the turbine with a relatively small decrease in the time-averaged turbine power output. The presented results also show that, within certain limits, a reduction in the generator rated power increases the generator mean load at the expense of an only slight decrease in the time-averaged turbine power output.

The major drawback of the proposed control algorithm is the violation of the constraints under certain conditions during very short time periods. This is a consequence of imposing the constraints with quadratic penalty functions. Future work will be devoted to devise an alternative control algorithm based on the method of indirect adjoints with state inequality constraints.
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Fig. 10. Generator power exceedance curves for set D.
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