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Abstract

This paper proposes an iterative Minimum Mean Square Error (MMSE)/Maximum A Posteriori (MAP) technique for impulsive noise reduction in telecommunications with Orthogonal Frequency Division Modulation (OFDM) modulation, its derivation and connection to previous works. Two versions of the technique are presented and compared with other works using Middleton class A noise and measured power lines noise. The technique starts by making an MMSE or MAP estimation of the received signal in the transform domain, and then it proceeds to make an MMSE estimate of the impulsive noise in the time domain. The estimate of the noise is then used to improve the estimate of the signal and this is done repeatedly.
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1. Introduction

One type of noise that is common in communication systems is impulsive noise [1, 2, 3, 4]. The simplest methods for impulsive noise reduction in Orthogonal Frequency Division Modulation (OFDM) systems consist in clipping or nulling the impulses [5, 6, 7, 8]. Other methods are iterative [9, 10, 11] and others use more sophisticated techniques [12, 13, 14, 15, 16, 17]. Still, other methods use modifications of forward error correction coding [18, 19, 20].

In [9] Zhidkov et al. present an iterative technique where the transmitted signal is first estimated by demodulation (without removing the impulsive-noise) and then used to calculate an estimate of the received signal. This is then subtracted from received signal to obtain an estimate for the noise that allows the estimation of the impulses position using a threshold. These impulses are removed from the received signal and the transmitted signal is re-estimated. This is done iteratively. Haring et al. [10] present a more theoretical paper but related to the paper by Zhidkov as shown in the present paper. They use a general transform but this can be taken to be the discrete Fourier transform (DFT). Assuming this, they do impulsive noise estimates in the time domains and transmitted signal estimate in the transform domain, and iterate as in the Zhidkov paper. They use complex models for the noise in time and frequency domain. Chien et al. [13] use a similar technique to Zhidkov et al. but add channel estimation to the system. This is important because impulsive noise increases the difficulty of channel estimation.

Caire et al. [11] propose the use of compressed sensing to estimate the impulsive noise using pilot and null tones. They give rather restrict conditions on the number of impulses that can be detected using their method. In
The author proposes to use the frequency domain correlation of the noise given the burst position to improve the data estimation, instead of trying to subtract the impulses in the time domain. Lin et al. [16] use sparse Bayesian learning (SBL) to estimate the impulsive noise using the pilot and nulls only and with data tones where the signal is taken as noise. They also develop an iterative technique that updates hyper-priors with noise estimates. Korki et al. [14] develop a hidden Markov model for burst/impulsive noise and a steep-descent algorithm to estimate this noise. This is done in conjunction with estimating parameters with SBL and a version of the Expectation Maximization (EM) algorithm. They estimate almost all the it’s parameters from the data. Al et al. [17] simplify the impulsive noise Maximum Likelihood (ML) estimator by first estimating the impulse positions in time domain and then refining these estimates using ML and clusters. Finally, Nassar et al. [15] use a factor graph and belief propagation to estimate the channel bit and impulsive noise. They use a hidden Markov model similar to Korki. They report an almost optimal demodulator with relatively low complexity.

2. Proposed Technique

This paper addresses the problem of determining a good demodulator for Quadrature Amplitude Modulation (QAM)/ Phase Shift Keying (PSK) OFDM signals in the presence of impulsive noise. The received signal \( r(n) \) in the discrete time domain is taken to be formed by the transmitted signal \( s(n) \) plus a Gaussian distributed random noise \( g(n) \) and impulsive noise \( i(n) \).

\[
    r(n) = s(n) + g(n) + i(n)
\]  

(1)
The goal is to estimate the impulsive noise component and remove it from the received signal. Designing an optimum minimum mean square error (MMSE) or maximum a posteriori (MAP) estimator for impulsive noise is a difficult task [10], but using an iterative solution to the problem seems promising. Here we follow the approach adopted by Haring [10] but reach a simpler result. In the derivation, a Middleton class A noise model is used [1, 2]. This type of noise is known to be a good fit for the noise in broadband Power Line Communication (PLC) channel [4, 3] although it can be improved for instance by adding memory to the model at the expense of an increase in the computational complexity. Periodic noise that is also common in PLC is not discussed in the work.

Figure 1: Flowchart of the proposed technique.

The proposed technique is presented in Fig. 1. First, the discrete Fourier transform (DFT) of the received signal is calculated, as in OFDM. Second, a MMSE or MAP estimation is done to estimate the received signal in the transform domain. Third, the signal estimate and the received signal are used
in a MMSE estimator to estimate the impulsive noise in the time domain. Finally, go back to second but using the impulsive noise estimate to improve the signal estimate. This is done repeatedly for a predetermined number of times. The signal estimate is obtained in the transform domain, like in a typical OFDM demodulator. The impulsive noise estimate is obtained in the time domain because this is where it is better distinguished from Gaussian noise.

3. Time Domain Impulsive Noise MMSE Estimate

First, the expression for the MMSE estimate of the impulsive noise given the received signal, \( r(n) \), and the current estimate for the transmitted signal, \( \tilde{s}(n) \), is determined. So we wish to calculate \( P(i(n)|r(n), \tilde{s}(n)) \); the probability that the random variable \( i(n) \) takes the value \( i_v(n) \) given that the random variables \( r(n) \) and \( \tilde{s}(n) \) take the values \( r_v(n) \) and \( \tilde{s}_v(n) \). Note that although these variables could be taken as random processes because they are considered independent in time (for instance \( s(n_0) \) is independent of \( s(n_1) \) for \( n_0 \neq n_1 \)) they are better described by a simple set of random variables. Through the text the following notation is used: for any random variable \( x \) a sample from this random variable is \( x_v \) and \( P(x\ldots) \) always stands for \( P(x = x_v\ldots) \).

It is assumed that the current estimate for the transmitted signal is a Gaussian random variable, it is unbiased, and it has variance \( \sigma_s^2 \). The Gaussian assumption is justified by the central limit theorem [21, page 359] and by: 1) the time domain signal estimation error at any time slot is the sum of many independent estimation errors in the frequency domain (due to the
IDFT); 2) the transmitted signal at any time slot is the sum of many independent discrete uniform random variables (IDFT of a QAM signal). Note that transmitted signal estimate $\tilde{s}(n)$ is simply the sum of the transmitted signal $s(n)$ plus the transmitted signal estimation error. The Gaussian estimation errors will add to the Gaussian background noise, $g(n)$, resulting in a new Gaussian noise, $g'(n)$, with variance, $\sigma_g'^2 = \sigma_g^2 + \sigma_s^2$. Accordingly, we have, where the dependence on $n$ was dropped

$$P(i|r, \tilde{s}) = \frac{P(i, r, \tilde{s})}{P(r, \tilde{s})} = \frac{P(i, r, \tilde{s})}{\int_{-\infty}^{\infty} P(i, r, \tilde{s})di_v}. \tag{2}$$

We also have

$$r(n) = \tilde{s}(n) + i(n) + g'(n). \tag{3}$$

$s(n)$, $i(n)$ and $g(n)$ are independent random variables. It will be assumed that $\tilde{s}(n)$, $i(n)$ and $g'(n)$ are also independent. Thus, we can write

$$P(i, r, \tilde{s}) = P(i, \tilde{s}, g' = r_v - \tilde{s}_v - i_v) = P(i)P(\tilde{s})P(g' = r_v - \tilde{s}_v - i_v). \tag{4}$$

The first equality comes from the fact that the two events described are the same. The term $P(\tilde{s})$ does not depend on $i_v$ so it will cut in the numerator and denominator of (2). The term $P(i)$ is the probability density function (PDF) of the impulsive Middleton class A noise [1, 2]. This is given by

$$P(i = i_v) = e^{-A}\delta(i_v) + \sum_{j=1}^{\infty} \frac{A^j e^{-A}}{j!} PDF_N \left( i_v, 0, \frac{\sigma_i^2 j}{A} \right) \tag{5}$$

where $PDF_N(x, m, \sigma^2)$ stands for the PDF of a real Gaussian variable and is given by

$$PDF_N(x, m, \sigma^2) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(x-m)^2}{2\sigma^2}}. \tag{6}$$
and \( \delta(x) \) stands for the Dirac delta. The term \( P(g' = \ldots) \) is given by

\[
P(g' = r_v - \tilde{s}_v - i_v) = \text{PDF}_N \left( r_v - \tilde{s}_v - i_v, 0, \sigma_{g'}^2 \right).
\] (7)

The \( A \) term in (5) refers to the density of impulses and is usually much smaller than unit, \( A \ll 1 \), so that (5) can be approximated by using only the first term in the summation. This results in

\[
P(i = i_v) = (1 - A)\delta(i_v) + A \text{PDF}_N \left( i_v, 0, \sigma_{ix}^2 \right)
\] (8)

with \( \sigma_{ix}^2 = \sigma_i^2/A \). This is also referred to as the Bernoulli Gaussian noise model \([1]\).

Calculating (2) using (7) and (8) results in

\[
P(i|r, \tilde{s}) = \frac{\left( \sigma_{g}^2 + \sigma_{ix}^2 \right) \left( 1 - A \right) \delta(i_v) + \frac{\sigma_{ix}^2}{\sqrt{2\pi} \sqrt{\sigma_{g}^2}} e^{-\frac{(r_v - \tilde{s}_v)^2}{2\sigma_{g}^2}}}{A \sqrt{\sigma_{ix}^2 \sigma_{g}^2 \sigma_{ix}^2} \sqrt{1 - A} \delta(i_v) + \frac{1}{\sigma_{ix}^2} \exp \left( \frac{\sigma_{ix}^2 (r_v - \tilde{s}_v)^2}{2\sigma_{g}'^2 \left( \sigma_{g}'^2 + \sigma_{ix}^2 \right)} \right) - A \sigma_{g}'^2 - A \sigma_{ix}^2 + \sigma_{g}'^2 + \sigma_{ix}^2}
\] (9)

The MMSE estimate of \( i \) will be given by

\[
\tilde{i}_v = \text{E}[i|r, \tilde{s}] = \int_{-\infty}^{\infty} i_v P(i|r, \tilde{s})di_v.
\] (10)

Calculating the integral using (9) results in:

\[
\tilde{i}_v = \text{E}[i|r, \tilde{s}] = A \sqrt{\sigma_{ix}^2} \left( r_v - \tilde{s}_v \right) \exp \left( \frac{\sigma_{ix}^2 (r_v - \tilde{s}_v)^2}{2\sigma_{g}'^2 \left( \sigma_{g}'^2 + \sigma_{ix}^2 \right)} \right) / \left( \left( \frac{1}{\sigma_{g}^2} + \frac{1}{\sigma_{ix}^2} \right) A \sqrt{\sigma_{ix}^2 \sigma_{g}^2} \sqrt{1 - A} \delta(i_v) + \frac{1}{\sigma_{ix}^2} \exp \left( \frac{\sigma_{ix}^2 (r_v - \tilde{s}_v)^2}{2\sigma_{g}'^2 \left( \sigma_{g}'^2 + \sigma_{ix}^2 \right)} \right) - A \sigma_{g}'^2 - A \sigma_{ix}^2 + \sigma_{g}'^2 + \sigma_{ix}^2 \right)
\] (11)
This equation can be rewritten as

$$\tilde{i}_v = \frac{a_1 x}{a_3 + a_4 e^{-a_2 x^2}}$$  \hspace{1cm} (12)

with $a_1 = A\sigma_{ix}$, $a_2 = \frac{\sigma_{ix}^2}{2\sigma_g'(\sigma_g^2 + \sigma_{ix}^2)}$, $a_3 = \frac{A(\sigma_g^2 + \sigma_{ix}^2)}{\sigma_{ix}}$, $a_4 = (1 - A)(\sigma_g^2 + \sigma_{ix}^2)\sqrt{1/\sigma_g^2 + 1/\sigma_{ix}^2}$ and $x = r_v - \tilde{s}_v$. Note that $a_1$, $a_2$, $a_3$ and $a_4$ are constants that do not depend on $x$. The term $a_4 e^{-a_2 x^2}$ will change rapidly with $x$ from much higher than $a_3$ to much lower than $a_3$ due to its exponential nature.

This implies that the expression can be simplified for large and small values of $|x| = |r_v - \tilde{s}_v|$. For large values, (11) is given by

$$\tilde{i}_v \approx \frac{\sigma_{ix}^2 (r_v - \tilde{s}_v)}{\sigma_g^2 + \sigma_{ix}^2} \approx (r_v - \tilde{s}_v)$$  \hspace{1cm} (13)

where the last approximation is valid as long as $\sigma_{ix}^2 \gg \sigma_g^2$.

For small values of $|r_v - \tilde{s}_v|$ the result of the expression is much lower than $r_v - \tilde{s}_v$ and can be taken as zero. This can be seen by noting that if $z = a_4 e^{-a_2 x^2} \gg a_3$ then

$$\tilde{i}_v = \frac{a_1 x}{a_3 + z} \ll \frac{a_1 x}{a_3} = \frac{\sigma_{ix}^2 (r_v - \tilde{s}_v)}{\sigma_g^2 + \sigma_{ix}^2} \approx (r_v - \tilde{s}_v)$$  \hspace{1cm} (14)

Note, that due to the exponential term the value of the expression will change rapidly from one value to the other, in fact implementing a threshold function. This can be confirmed by plotting the function for a set of typical values of its parameters as done in Fig. 2.

The value of the transition from high to low can be calculated in the case of $\sigma_{ix}^2 \gg \sigma_g^2$ by solving $\tilde{i}_v = (r_v - \tilde{s}_v)/2$ or making $a_3 = a_4 e^{-a_2 x^2}$, resulting in

$$t = \sigma_g' \sqrt{\log \left( \frac{\sigma_{ix}^2}{A^2 \sigma_g^2} \right)}.$$  \hspace{1cm} (15)
Finally, a simple intuitive explanation for the result obtained is given. The value of $r_v - \tilde{s}_v$ is an estimate for the total noise, Gaussian noise plus impulsive noise. If this estimate is low, $r_v - \tilde{s}_v < t$, then the sample is taken to be from Gaussian noise, and the estimate for $i$ is zero. On the other hand, if the estimate is high, $r_v - \tilde{s}_v > t$, an impulse is detected and $\tilde{i}_v = r_v - \tilde{s}_v$.

4. Transform Domain Signal Estimate

The paper subsequently determines how to estimate the signal in the transform domain. Let $S(k)$, $R(k)$, $I(k)$ and $G(k)$ and their variants be the DFT of $s(n)$, $r(n)$, $i(n)$, $g(n)$ and variants, respectively, where $n$ takes values from 0 to $2N - 1$. The DFT is applied to vectors of length $2N$ formed by the time domain signals as in OFDM where $N$ is the number of sub-carriers or tones since baseband transmission is assumed. In the transform domain, the noise component $G(k) + I(k)$ is taken to be Gaussian. This is justified by the central limit theorem, since the noise at any given frequency is formed by the contribution of many independent noise sources (the samples in the
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Figure 2: The MMSE estimate of $i$ given $r = r_v$ and $\tilde{s} = \tilde{s}_v$, for $A = 0.1$, $\sigma_g^2 = 0.1$ and $\sigma_{ix}^2 = 10$. 

time domain. First we calculate \( P(S|\tilde{I}, R) \) where \( \tilde{I}_v \) is the current estimate of \( I \) and the dependence of \( k \) was dropped. The noise components are also taken to be uncorrelated because the DFT approximately diagonalize typical Toeplitz autocorrelation matrices in the time domain. Following a similar approach to the time domain impulsive noise estimation, one has

\[
P(S|\tilde{I}, R) = \frac{P(S)P(G' = R_v - \tilde{I}_v - S_v)}{\int \int_{-\infty}^{\infty} P(S)P(G' = R_v - \tilde{I}_v - S_v)d^2 S_v}
\]

where \( G' \) is a Gaussian random variable with variance, \( \sigma^2_{G'} = \sigma^2_G + \sigma^2_I \), the sum of the variance of \( G(k) \) plus the variance of the transform domain impulse estimate, \( \tilde{I} \). The PDF of \( S \) corresponds to that of a QAM or PSK signal constellation. This results in

\[
P(S|\tilde{I}, R) = \frac{\sum_{X \in X} \delta(S_v - X)PDF_{CN}(R_v, \tilde{I}_v + X, \sigma^2_{G'})}{\sum_{X \in X} PDF_{CN}(R_v, \tilde{I}_v + X, \sigma^2_{G'})}
\]  

(17)

and in

\[
\tilde{S}_v = E[S|\tilde{I}, R] = \frac{\sum_{X \in X} X PDF_{CN}(R_v, \tilde{I}_v + X, \sigma^2_{G'})}{\sum_{X \in X} PDF_{CN}(R_v, \tilde{I}_v + X, \sigma^2_{G'})}
\]

(18)

where PDF_{CN}(X, M, \sigma^2) is the PDF of the complex Gaussian distribution with mean \( M \) and variance \( \sigma^2 \), and \( X \) is the set of the points in the QAM or PSK constellation.

The MMSE estimator of \( S \) is given by (18) while the MAP estimator is given by maximizing (17) with respect to \( S_v \). This will result in the simple QAM/PSK demodulator that selects the closest point in the constellation to the received signal, and which is typically implemented by simply rounding the received signal after subtracting the current noise estimate. The received signal minus the current noise estimate is referred to as \( \tilde{R}_v(k) = R_v(k) - \tilde{I}_v(k) \). The estimate of \( S \) is referred to as \( \tilde{S}_v \) in both cases.
5. Implementation

In this paper, we propose two implementations of the proposed technique. Both use the MAP estimator in the transform domain because it is difficult to obtain an estimate for $\sigma^*_G$, which is required for the MMSE transform domain $S$ estimator. In the case of the time domain impulse estimator, obtaining an estimate for $\sigma^*_g$ is required. In both of our implementations this estimate is given by the sample variance for known mean

$$\sigma^2_{g'} \approx s_{\text{var}}(r_v - \tilde{s}_v - \tilde{i}_v) := \sum_{n=0}^{2N-1} \frac{(r_v(n) - \tilde{s}_v(n) - \tilde{i}_v(n))^2}{2N} \tag{19}$$

where $\tilde{i}_v$ is the estimate of $i$ obtained in the previous iteration of the technique, and the calculation is repeated for each iteration of the technique.

Technique I uses the exact MMSE estimate given by (11). Technique II uses a hard threshold impulse estimator, with the threshold $t$, namely

$$\tilde{i}_v = \begin{cases} r_v - \tilde{s}_v & \text{if } |r_v - \tilde{s}_v| > t \\ 0 & \text{if } |r_v - \tilde{s}_v| \leq t \end{cases} \tag{20}$$

Also, Technique I has $A$ and $\sigma_{ix}$ as parameters, while Technique II has a single parameter, $K$, so that the impulse detection threshold, $t$, is given by $t = \sigma_{g'} K$; where $K$ can also be calculated from $A$, $\sigma_{ix}$ and $\sigma_{g'}$ using (15). Note that $K$ is not very sensitive to variations in these parameters because of the log function in (15) so it can be taken as constant. Technique II is very similar to the technique proposed by Zhidkov [9]. The only difference is that in [9] $\sigma^2_{g'} \approx s_{\text{var}}(r_v - \tilde{s}_v)$. However, in this paper we offer a strong theoretical base for the technique and effective formulas for the calculation of $K$, while [9] does not have a theoretical foundation.
The resulting technique is presented in Technique 1. Regarding the computation complexity of Technique II it is dominated by the calculations of the fast fourier transform (FFT) and is equal to \((1 + 2 \times n)\) FFTs where \(n\) is the number of iterations of the technique.

**Algorithm 1 - Proposed Technique I and II**

1: Calculate the DFT of the received signal (as in OFDM).

2: for \(j=1\) to number of iterations do

3: Subtract the current impulsive noise estimate from the received signal \((\tilde{R}_v(k) = R_v(k) - \tilde{I}_v(k))\).

4: MAP signal estimate: estimate the transmitted signal using QAM demodulation. \((\tilde{S}_v(k) = \text{QAMdemodulation}(\tilde{R}_v(k)))\)

5: if reached last iteration then

6: stop

7: end if

8: Calculate the IDFT of the transmitted signal estimate \((\tilde{s}_v(n) = \text{IDFT}(\tilde{S}_v(k))), where k goes from 0 to 2N – 1).\)

9: Calculate the estimate of the variance of the Gaussian noise \((\sigma_{g'}^2)\) using the variance of the total noise estimate minus the current impulsive noise estimate, equation (19).

10: MMSE Impulsive Noise Estimate: estimate the time domain impulsive noise using: Technique I - equation (11); Technique II equation (20), using the threshold given by (15). \((\text{calculate } \tilde{i}_v(n))\)

11: Calculate the DFT of the impulsive noise estimate \((\tilde{I}_v(k) = \text{DFT}(\tilde{i}_v(n))), where n goes from 0 to 2N – 1).\)

12: end for
6. Multi-path Channel

The techniques presented above needs to be slightly modified in order to deal with non-ideal channel, but the modification is straightforward. We add zero forcing channel equalization after applying the DFT corresponding to multiplying by $H^{-1}(k)$, as in classical OFDM; and add inverse channel equalization ($H(k)$) before applying the inverse DFT (IDFT). This results in the technique presented in Fig. 3.

![Diagram of the proposed technique modified to use with a multi-path channel.]

Figure 3: The proposed technique modified to use with a multi-path channel.

7. Simulation Results

This section presents simulation results comparing techniques I and II with the technique proposed by Zhidkov in [9]. In Zhidkov’s technique, the parameter that selects the impulse detection threshold was set to $C = 5$, 
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determined experimentally to minimize the probability of bit error \((P_b)\). In Technique I, the parameters \(A\) and \(\sigma_{ix}\) were set to the theoretical values, and in Technique II the parameter was set to \(K = 3\), calculated based on typical values of the impulsive noise parameters.

Figure 4: Bit error rate of the Proposed Technique version II with 16-QAM, \(A=0.01\), \(N=1024\), \(T=100\), and different number of iterations. The lines without markers are the theoretical curves in the case of no impulsive noise reduction (blue) and full impulse removal (red). The \(\times\) maker is for the experimental line for no impulsive noise reduction; \(\bigcirc\) is with two iterations, + is 5 iterations and * is 10 iterations.

In Fig. 4 \(P_b\) is plotted for a 16-QAM modulation using the Proposed Technique II, versus the signal to noise ratio (SNR) for Middleton class A noise. Note that the SNR is the SNR at the receiver, without impulsive noise removal, so it is the power of the signal divided by the power of the Gaussian plus impulsive noise. Removing the impulses improves the performance implying that low error rates are possible at low SNR, much better than in the Gaussian noise case.

The parameter \(T\) is \(T = \sigma_i^2/\sigma_g^2\). In these simulations, impulses are fairly
rare \((A = 0.01)\) but large, making it possible to achieve almost complete impulsive noise removal. This can be seen in Fig. 4 since the line corresponding to 10 iterations overlaps the line for the theoretical value of \(P_b\) when there is no impulsive noise.

![Graph of Bit Error Rate](image)

Figure 5: Bit error rate of the Zhidkovs technique with 16-QAM, \(A=0.01\), \(N=1024\), \(T=100\), and different number of iterations. The lines without markers are the theoretical curves in the case of no impulsive noise reduction (blue) and full impulse removal (red). The \(\times\) maker is for the experimental line with no impulsive noise reduction; \(\bigcirc\) is with two iterations, \(+\) is 5 iterations and \(\ast\) is 10 iterations.

Fig. 5 is the same plot as Fig. 4 but for Zhidkov’s technique. It can be seen that the technique performance improves with the number of iterations but it does not reach the same performance, close to complete impulsive noise removal as in Proposed Technique II.

Fig. 6 compares the performance of Zhidkov’s and the Proposed Technique I and II for \(A = 0.1\). It shows that all the techniques have a similar performance, close to 4 dB of SNR gain for \(P_b = 10^{-2}\). The Proposed Technique I has slightly lower performance than the others. This may be because
Figure 6: Comparing Zhidkov’s technique and Proposed Technique I and II with 16-QAM, $A = 0.1$, $N = 1024$, $T = 100$, 5 iterations. Black $\triangle$ is no noise reduction; blue $\bigcirc$ and $\nabla$ is Proposed I and II and red $\times$ is Zhidkov.

its parameters were chosen using theoretical values, instead of being fine-tuned to achieve the best performance.

Figure 7: The Proposed Technique version II with 16-QAM, $A=0.1$, $N=1024$, $T=100$, and different number of iterations. The blue $\times$ line is no impulsive noise; black $\bigcirc$ is with two iterations, $+$ is 5 iterations and $\ast$ is 10 iterations.

Fig. 7 is similar to Fig. 4 but using more frequent (and smaller for the
same SNR) impulses, \( A = 0.1 \). It can be seen that it is no longer possible to achieve complete impulsive noise removal, and that the SNR gain is about 5 dB for \( P_b = 10^{-2} \) for 10 iterations.

Figure 8: Bit error rate of the Proposed Technique version II and Zhidkovs technique with 16-QAM, and measured noise using 10 iterations. Blue \( \nabla \) is no noise reduction; black \( \circ \) is Zhidkovs technique and \( \square \) is the Proposed Technique II.

In Fig. 8 the Proposed Technique II and Zhidkovs technique are tested using measured power lines noise [22, 23] filtered to a 20 MHz bandwidth and with a 40 MHz sample rate. This noise was recorded directly from power line plugs in our university in an office building during work hours. This noise is characterized by impulses with a relative long duration, a bit more like bursts much like the noise described in [4]. One notes that both techniques have very similar performance, achieving a SNR gain of about 4 dB for \( P_b = 10^{-2} \).

Finally, Fig. 11 shows the performance of the Proposed Technique in a multi-path channel. The channel model used was the proposed in [24] for the power line channel [3], with parameters \( g = 0.01, a_0 = 0, a_1 = 2 \text{dB} \text{MHz}^{-1} \text{m}^{-1}, k = 1 \) and 10 paths with lengths ranging from 50 m to 320 m.
and a sample rate of 40 MHz. The resulting frequency response is plotted in Fig. 9. Circular prefix add and removal was assumed (but not actually implemented), resulting in a channel just characterized by the frequency and phase response at each frequency.

![Frequency response of the multi-path channel used in the simulations.](image)

**Figure 9:** Frequency response of the multi-path channel used in the simulations.

Adaptive modulation was used as described in [25, sec. VII], resulting in the bit allocation presented in Fig. 10. Then this bit allocation was fixed and the transmitted power was changed resulting in varying SNR and bit error probability as plotted in Fig. 11. The number of iterations of the algorithm was 10.

![Number of bits allocated to each carrier after bit loading.](image)

**Figure 10:** Number of bits allocated to each carrier after bit loading.

Fig. 11 shows that the Proposed Technique has a performance improvement of as much as 8 dB SNR over the a MODEM without any impulse removal and only loses 2.4 dB to a MODEM that is able to perfectly remove all the impulses; for $P_b = 10^{-3}$ and the parameters of the simulation in the figure.
Figure 11: Performance of the Proposed Technique on a multi-path channel. The line named no impulses represents the performance of a MODEM were the impulsive noise is completely removed. The line named no removal represents a naive MODEM that does not remove impulsive noise. The lines with “teo” in the name represent the theoretical calculated values for the the corresponding MODEMs. The impulsive noise had parameters $A=0.1$ and $T=10$. The OFDM system had 128 carriers modulated as presented Fig. 10.

8. Conclusions

In this paper, we derive an iterative MMSE/MAP impulsive noise reduction technique for OFDM communications. The technique works as follows: i) obtain an MMSE/MAP estimate for the signal in the transform domain; ii) use this estimate to make an MMSE estimate of the impulsive noise in the time domain; iii) use this estimate to refine the signal estimate in the transform domain; repeat for a predetermined number of times. It is shown that MMSE impulse estimation in the time domain is approximately equal to detecting the impulses by comparing the signal with a threshold. An expression for this threshold value was determined. The proposed techniques are similar to previous works, but, comparing with the work of Haring the
solution is simplified. When comparing with the work of Zhidkov, we give a stronger theoretical foundation, and a new variance estimate. The technique was tested with simulated Middleton noise and measured noise from power lines resulting in a performance similar to Zhidkov’s technique.
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