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Abstract—In molecular biology, protein docking aims at find-
ing the conformation in which two proteins are attached together
in their native state. Several software approaches for docking
already exist, which still rely on conventional interaction tech-
niques, and have not yet taken advantage of the immersiveness
nor expeditiousness made available by the new generation of
virtual reality devices. We present PuzzleDock, an immersive
approach that allows users to perform protein docking in a more
interactive way, while simultaneously providing a score about
the interaction between the proteins. We enable the possibility
of freely manipulating the 3D structure of the proteins in an
immersive environment using hand gestures in 3D space. This
way, the docking process is handled as an educational game
consisting of a complex 3D puzzle where the user tries to fit
together two rigid pieces, each representing one protein per
hand, while being guided by an accuracy score. In order to help
solving this problem, we implemented simple game mechanics
based on commonly used virtual reality controllers to achieve a
more expedite and spatial experience when compared to more
conventional approaches. Our method was tested by several
professional users, who expressed a high degree of satisfaction
regarding its efficiency, namely in the natural manipulation that
the process is carried out, which had not been achieved before
by previous solutions.

Index Terms—protein docking, molecular force field, virtual
reality, spatial input, user study

I. INTRODUCTION

Proteins are biological macromolecules that are responsible
for various functions and reactions inside the cells of ev-
ery living organism. These chains of aminoacids fold upon
themselves, acquiring their tri-dimensional (3D) shape, which
largely dictates their function. One big challenge in the struc-
tural biology field is to predict if and how two or more proteins
interact and their final shape in the resulting protein complex,
a process called docking. Generally, their native structures can
be determined experimentally using laboratory techniques such
as X-Ray crystallography or NMR, but in many cases this
is not possible due to low concentrations, protein solubility
issues or the inability to purify or obtain crystals. Furthermore,
the process can be both expensive and time consuming. Here
is where computational protein docking makes its entrance,
enabling the fast prediction of protein interactions without the
disadvantages of wet-lab techniques. Ultimately, these efforts

lead to the rapid development, prototyping and testing of new
drugs and treatments for currently incurable diseases.

According to community-wide benchmarks for protein-
protein docking, namely the CAPRI competition [1], the most
successful methods for difficult targets are obtained through
human intervention, or at least resorting to a human specialist
in a final refinement step. Therefore, it is invaluable to have
the right tools and interfaces so that individuals with the
required background in biology and chemistry can manipulate
the protein structures throughout the docking process.

The user interaction of most current protein docking meth-
ods relies on a computer mouse, which only moves on a 2D
medium, making the interaction with proteins, which are 3D
by nature, slower and not as fluid as desirable. In recent
years, commodity Virtual Reality (VR) hardware has been
through many technological developments, becoming more
and more common and of widespread use among the general
audience. VR enables the user to use more familiar hand
gestures such as pushing, pulling, grabbing and rotating to
view, move and interact with objects inside a tri-dimensional
virtual environment. Since protein structures are 3D objects,
this makes VR a perfect candidate to apply to protein docking
tasks as a manipulation technique.

This work aims at bringing together both these fields, i.e.,
protein docking and VR, in the form of an educational game,
while exploring and evaluating its results and benefits. The
system was enriched with a bi-manual manipulation technique,
a minimalist interface, a scoring mechanism and a graphical
hint, in order to accurately guide the user along the docking
exercise. The application was thoroughly evaluated by means
of an usability study, during which users reported high levels
of satisfaction over several different areas, including gameplay,
visualization, interface and manipulation.

II. BACKGROUND

Some work has already been developed in integrating im-
mersive environments, 3D manipulation and advanced user
interaction techniques with molecular analysis tasks [2], in-
cluding protein docking. A few noteworthy studies were aimed
not only at turning human-assisted docking into an easier and



TABLE I
OVERVIEW OF THE MAIN FEATURES OF PREVIOUS USER EXPERIENCE-ENRICHED APPROACHES TO PROTEIN DOCKING-RELATED TASKS

Features Technology Visualization Manipulation
Name Year Docking Game FF VR AR Monitor Projection Headset Mouse Wand Hands
STALK 1997 • • • • •
VRDD 1999 • • • •
DockPro 2008 • • • •
CoRSAIRe 2009 • • • • •
Haptimol RD 2014 • • • •
ChemPreview 2017 • • •
FoldIt 2010 • • •
UDock 2014 • • • • •
BioBlox3D 2016 • • • •

more efficient task, but also at simultaneously delivering an
overall improved user experience.

The STALK [3] project was an early work in the field
where the virtual environment, named CAVE, was recreated
using special 3D glasses and a large cube enclosing the user
where stereoscopic images were projected on the walls and
floor. An electromagnetic system captured the user’s position
and the interaction was made by a wand that worked as
a 3D mouse. An evolution of this project was VRDD [4],
where the visualization component was replaced by a large
tilted screen. Later, the DockPro [5] project introduced special
gloves integrated with a magnetic tracking system.

An approach exploring multi-sensorimotor rendering was
used in CoRSAIRe [6] where visual, auditive and haptic
feedback were combined in order to render and evaluate
the physico-chemical properties of the current configuration
during the interactive docking task. Another project exploring
haptic-feedback is Haptimol RD [7], where the user relies on
a haptic hardware device to orient and guide the molecules to
their binding pose. Another advantage is the real-time calcu-
lation of these intermolecular forces, using a GPU-accelerated
proximity querying method.

A different interesting project in the field is ChemPre-
view [8], an application designed to visualize, interact, build
and modify proteins and other molecular structures at the
atomic level, but this time using augmented reality (AR).

More recent approaches introduced aspects of gamifica-
tion [9] into their projects in order to simplify the complex
problem of docking and ally its scientific usefulness to the
challenges and entertainment components of a game, thus
motivating the users and reaching a wider audience. One
notable example is Foldit [10], a popular online video game
aimed at protein folding, a molecular problem different but
somehow related to docking.

A closely related application but now for docking is
UDock [11], which presents itself as a simple online mul-
tiplayer game of shape and color matching using a grapnel-
style hint mechanism to help guide the user and it uses a
force-field based scoring function that estimates the interaction
energy between all atom pairs. A very similar project is
BioBlox3D [12], a web-based online serious puzzle game
about protein docking, which uses a playing mechanic based
on ropes attached to each protein to help bring them together.

Table I presents the main features of the previously men-
tioned projects. In short, PuzzleDock’s approach consists of
a game-like application aimed at protein docking inside a
VR environment, where the user relies on its hands for
manipulation and on the VR headset for visualization.

III. INTERACTION DESIGN

PuzzleDock was developed using the HTC Vive hardware as
the basis for the whole VR experience, mainly due to its ability
to accurately track the user’s movements in the real world and
automatically translating them into the virtual world.

A. Bi-manual manipulation
Users can interact with both proteins by handling two HTC

Vive controllers, where each hand controls the six degrees of
freedom of the protein it handles, as if the user was holding
a physical object.

B. Lowest energy guidance
The best score achieved so far is useful in case the user

wants to go back and explore around a conformation where a
high score was previously obtained. We rely on a visual artifact
consisting of two semi-transparent spheres, one on the surface
of each protein, to guide the user in finding the configuration
where the best score was achieved (Fig. 2).

IV. IMPLEMENTATION

PuzzleDock was implemented using the Unity game engine
(version 2017.1.0) and HTC Vive’s SteamVR SDK running on
an Asus ROG G752VS Laptop with an Intel Core i7-6820HK
Processor, 64GB RAM and NVIDIA GeForce GTX1070. The
application’s architecture follows the diagram in Fig. 1.

A. Protein data
PuzzleDock accepts two proteins in MOL2 format [13],

which is a file containing all the required information regard-
ing both proteins. This includes all the atoms’ 3D coordinates,
elements and electric charges, as well as all the bonds between
other atoms.

B. Protein-protein interaction
Since molecular dynamics’ force field (FF) calculations

demand massive computations that are not compatible with
interactivity, a score based on the distance and rotation of
the current configuration of both proteins relatively to their
documented true native configuration is used instead.
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