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Abstract
Unbabel Talk is a speech-to-speech translation application that
provides human certified translations for voice instant mes-
saging (IM) in multilingual scenarios. By combining Unba-
bel’s translation pipeline with state-of-the-art automatic speech
recognition (ASR) and text-to-speech (TTS) models, Unbabel
Talk can be used to send a voice message in a language of
choice through popular messaging platforms. The app further
ensures that translations have high quality, either by certify-
ing them through Unbabel’s own quality estimation (QE) tool
and/or through Unbabel’s community of translators. There are
two versions of the app. On version 1, the app synthesizes audio
that can be delivered with male or female standard voices. Ver-
sion 2 has features that are currently being developed, such as
voice morphing and transcription correction through Unbabel’s
community.
Index Terms: automatic speech recognition, translation, text-
to-speech, voice instant messaging

1. Introduction
Instant messaging (IM) is a type of online chat where two or
more people communicate in real time over the internet. Text-
based messages have been the standard choice of communica-
tion in IM for many years, but in recent years voice messaging
has started to gain popularity. Voice messages can be more con-
venient for the sender, who can record a message during the
commute to work or just to avoid typing. It is also easier to
convey the correct tone and emotion associated with the mes-
sage, mitigating misunderstandings of the sender’s intentions.
However, voice messages come with their own disadvantages,
more noticeably for the recipient of the message. The recipients
might need to use headphones to hear the message, either be-
cause of ambient noise or for privacy reasons, and might spend
more time repeating the received messages if they do not under-
stand them correctly the first time [1].

Nonetheless, using voice in IM has been a common phe-
nomenon for the past years in countries such as China, where
around 6.1 billion voice messages were sent through WeChat,
the Chinese competitor of WhatsApp[1]. Instagram has recently
added voice messaging as an option in its direct messages, in
both private and group chats[2], and other apps, such as Tele-
gram and Facebook Messenger, also have it as an option. Ac-
cording to Facebook, voice messages are the most popular form
of shared media, after photos, in the Messenger app[1].

Unbabel Talk, an app developed by Unbabel Labs, intends
to tackle the voice IM issue regarding multilingual communi-
cation. A possible use case is for customer support, where an
agent must interact with clients all over the world. Unbabel Talk

is a multilingual communication tool that can be used to send
synthesized messages in the language of a recipient, indepen-
dently of the language of the sender. The user says the mes-
sage out loud to the app, which transcribes it using automatic
speech recognition (ASR). If there are errors, the transcription
can be easily edited by the user. The transcription is then trans-
lated through Unbabel’s translation pipeline, described in the
next section, which will deliver to the app the translated text
with human certification. The user can then send the translated
message through instant messaging apps (WhatsApp, Facebook
Messenger, etc.), either in text or audio format, where the syn-
thesized audio uses one of the standard Amazon Polly voices.

Version 1 of Unbabel Talk will be launched in the iOS app
store in June with the features already described. In parallel,
we are currently working on version 2. One of the features of
this version is the correction by the translators of the transcribed
text (the user no longer needs to edit the text if there are errors in
the transcription). Another feature of version 2 that is currently
under development is voice morphing that allows to synthesize
the text in the user’s own voice. On the following Sections we
describe the Unbabel Translation Pipeline, and the two Unbabel
Talk versions sequentially, in a more detailed fashion.

2. Unbabel’s Translation Pipeline

Figure 1 shows a block diagram of Unbabel’s text translation
pipeline, in order to illustrate how to deliver certified transla-
tions. In the first stage, a user provides a text to be translated
through a proper API. This text is then fed through a machine
translation (MT) system, which will output the translated text.
The translation is verified by Unbabel’s quality estimation (QE)
tool [3]. If the translation has good quality, it is delivered to the
user. Otherwise, the translation is posted as a job to Unbabel’s
translators community. A member of this community receives
both the original text and the MT translation and edits the lat-
ter. This ensures a human quality translation that is ready to be
returned to the source.

Figure 1: Diagram of Unbabel’s translation pipeline.
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3. Unbabel Talk - Version 1
Unbabel Talk enables multilingual communication through Un-
babel’s translation services. The focus of the app falls on facili-
tating the transmission of information in other languages, either
through text or audio. It is also fairly straightforward to use.
Firstly, the user has to select two languages: a source language,
chosen at the initial setup of the app, and a target language,
which is easily altered through the main window. The user then
presses the recording button and starts speaking. The system
uses ASR to recognize the message, and presents the transcrip-
tion to the user. If there are transcription errors, the user can
edit them as in the case of a text message. The transcribed text
is then sent to Unbabel’s translation pipeline. When the trans-
lation is verified, using Unbabel’s QE tool alone or with a hu-
man in the loop, it is saved in the app’s main screen. One can
later share the translated text or send it in audio format through
the installed IM apps (WhatsApp, Telegram, WeChat, etc.). To
synthesize the audio, Unbabel Talk uses an Amazon Polly gen-
erated voice. The interaction between all the modules of the
Unbabel Talk system can be observed in Figure 2.

Figure 2: Diagram of the Unbabel Talk system.

The accompanying video shows Version 1 as it will be de-
ployed, but omitting the time taken by human correction. With-
out human verification, the pipeline takes around 4 seconds.
The human intervention depends heavily on the translator com-
munity for the language pair. In the best scenario, this process
takes around 2 to 3 minutes.

4. Unbabel Talk - Version 2
Unbabel Talk Version 2 will include two features that are cur-
rently under development: transcription correction by Unba-
bel’s community; voice morphing for audio message synthesis.

Transcription correction by humans. The intervention
of Unbabel’s community for transcription correction will occur
in a similar way to what happens currently with translations.
When the user requests human help, a translator receives both
the audio and the transcription, which is then corrected directly
on the translator’s API. The process then follows the previously
described procedure where the transcription is translated.

Voice morphing for audio message synthesis. In an ideal
scenario for multilingual communication, all participants would
be able to understand each other while still speaking in their
mother tongue. Unbabel Talk version 1 already allows the user
to send messages in a target language with a standard synthe-
sized voice, which, although enough for communicating, will
not come as natural as hearing the user’s voice. To address this
issue, we are currently working on the adaptation of both mod-
els in a Tacotron + Wavenet TTS system [4], [5], a procedure
which allows the synthesis of a specific voice.

To adapt the TTS models, a minimum set of around 100
sentences in that voice is currently required, although a larger
set would of course yield a better quality model. Ideally, the
speech material could be obtained from the usage of the Un-
babel Talk app, with the user’s permission, and following Un-
babel’s Code of Ethics. However, these recordings would be

in the mother tongue of the user and would therefore not cover
a number of xenophones that only exist in the target language.
The problem of cross-lingual voice morphing [6], [7] is one of
the challenges of this version. Another challenge is the time in-
terval that the Tacotron+Wavenet system currently takes to syn-
thesize audio. Both challenges are currently being addressed by
the research community.

The accompanying video shows our vision of what Version
2 would be, if both problems were solved, again omitting the
time for human intervention. The synthesizer has been trained
using only around 100 sentences to illustrate the quality cur-
rently achievable with a limited amount of speech material.

5. Conclusions
Unbabel Talk was developed with the purpose of enabling
voice instant messaging between people that speak different
languages. This can be achieved through a pipeline of ASR,
MT and TTS, with in-the-loop human intervention. Some ma-
jor challenges are still being addressed such as the delivery time
of translations, which can take more than expected for a real
time conversation when human quality must be ensured. Our
vision for the future encompasses much greater challenges such
as adapting the TTS voice to the characteristics of the user, in
near real-time, and in a crosslingual scenario.
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