Abstract—Adders are the core of all arithmetic circuits and the proposition of efficient adders, in distinct perspectives, are a constant in the last decades, with a myriad of solutions focusing on a wide variety of applications. The emergence of approximate computing encouraged the development of a new generation of dedicated imprecise adders intending to reduce delay, area, power and/or energy, but none of the proposed solutions is able to support run time definition of distinct power-precision operation points. This article presents the Power-Precision Scalable Adder (2PSA) which is a dynamically configurable power-precision imprecise adder, where the number of power-precision operation points can be configured at design time and each supported power-precision operation point can be changed in run time. The obtained experimental results showed that 2PSA is a fully flexible and efficient imprecise adder, supporting a high variety of power-SNR pairs, as well as a wide range of applications. Considering 8-bit adders, the power-SNR pairs vary from 2%-55dB to 60%-13.75dB, where eight operation points are allowed. Considering 64-bit adders, the power-SNR pairs ranges from 2%-325dB to 60%-16.65dB and 64 operation points are allowed. 2PSA also reached expressive power (from 18% to 73%) and area (from 54% to 73%) savings when compared with non-optimized solutions supporting the same operation points.
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I. INTRODUCTION

The unclear future of CMOS scaling associated with ever-increasing application requirements has been pushing computer architects to find alternatives to enable high performance and energy/power-efficient computation. In the current scenario, where inherently imprecision-tolerant applications - such as multimedia processing, neural networks, machine learning, etc. - became omnipresent, approximate computing [1][2] arises as an outstanding alternative where accuracy/precision represents an additional system optimization knob. In other words, approximate computing adds a novel dimension to the design space exploration aiming: (i) performance increase; (ii) energy/power efficiency; and (iii) power-precision scalability and controllability.

On the one hand, general-purpose architectures may benefit from approximate computing in certain classes of applications but must guarantee precise computation in case of hard-computing applications. On the other hand, ASIC implementations may use application-specific knowledge to define the optimal power-precision tradeoff at design time but still require support for distinct levels of approximation if adaptation to the dynamically changing system status (workload, battery level, etc.) and application/user settings is desired. In both cases, there is a dire need for architectural support for approximate computing with dynamic power-precision scalability features.

Efficient design of adder operators has always been of high interest for academia and industry due to its widespread use in all classes of applications. With the advent of approximate computing, a series of approximate adder operators has been proposed such as CCB (Carry Cut-Back Adders) [3], ETA (Error-Tolerant Adder) [4][5], ACA (Almost Correct Adders) [6], and LOA (Lower-Part-OR Adder) [7]. In general, they are based on splitting the adder into sub-adders to reduce the carry propagation chain or on removing/simplifying the carry generation circuitry of a subset of bits. These solutions require the accuracy/precision level to be statically defined at design time, not allowing any power-precision scalability. In turn, adders such as the GeAr (Generic Accuracy Configurable Adder) [8] enable a flexible selection among a wide set of power-precision operation points. However, the GeAr does not allow runtime reconfiguration of the power-precision operation point. Therefore, there is plenty of room for the development of approximate adders, capable of providing support to power-precision scalability through dynamic reconfiguration with reduced area/power/delay overhead.

In this work, we propose the Power-Precision Scalable Adder (2PSA), featuring a design time definition of $n$ power-precision operation points and a run time operation points selection. The 2PSA showed to be a flexible and efficient
adder, which supports a diversity of power-precision operation points, allowing a dynamically tune of accuracy and power dissipation, according to the application and/or user requirements. Considering 8-bit adders, the power-SNR pairs vary from 2%-55dB to 60%-13.75dB, where eight operation points are allowed. Considering 64-bit adders, the power-SNR pairs ranges from 2%-325dB to 60%-16.65dB and 64 operation points are allowed. 2PSA also reached expressive power (from 18% to 73%) and area (from 54% to 73%) savings when compared with non-optimized solutions supporting the same operation points.

II. RELATED WORKS

Approximate computing using imprecise adders is an efficient solution to reduce delay, area, power and/or energy in arithmetic circuits at a cost of a limited level of imprecision. Many imprecise adders were proposed intending to explore the trade-off between the circuit features (power, energy, area, and delay) and the precision of the reached results.

The Accuracy-Configurable Adder (ACA) [6] segments the addition in three overlapped sub-adders, distributing the imprecision and reducing the carry propagation. The Carry Cut-Back Adder (CCB) [3] also segments the addition in sub-adders, by cutting the carry propagation of the less significant bits (LSB) considering the carry propagate of the most significant bits (MSB). The carry propagation is reduced through manifold propagate signals and multiplexers. The Error-Tolerant Adder (ETA) [3] splits the addition in two sub-adders (without overlapping) and the bits are evaluated from LSB to MSB: (i) when both input bits are “1”, all LSB outputs starting at this position are set to “1”; and (ii) when at least one input bit is “0”, no imprecision is applied, and the next input bits are evaluated. The Lower-Part-OR Adder (LOA) [7] splits the addition into two non-overlapped sub-adders. The LSB sub-adder does not use any imprecision technique and it is a conventional full adder. The LSB sub-adder is an imprecise adder, where the carry propagation is eliminated and a simply bitwise OR is applied to the inputs, instead a XOR. An extra AND is used in the most significant bits of this LSB adder to generate the carry-in for the MSB sub-adder. The number of precise and imprecise bits can be defined according to the application requirements. Although distinct levels of precision are possible at design time, none of these related works support multiple operation points in the same implementation.

The Generic Accuracy Configurable Adder (GeAr) [8] is a design-time fully configurable imprecise adder, including the number of sub-adders, the number of precision bits, the number of sum bits and the bit width. However, its flexibility comes at the cost of increased power and delay when compared to related solutions. As the original paper reports results for FPGA devices, we have implemented GeAr using ASIC 45nm and observed 41.6% increase in power-delay product when compared to LOA. Moreover, the GeAr does not allow runtime reconfiguration of the power-precision operation point.

Aiming a better comprehension of the solutions available in the current literature, we have performed an extensive analysis of the discussed approximate adders in terms of area, power, and delay, considering 8-bit adders implemented at Nangate 45nm ASIC technology [9].

Table I presents the normalized results for six configurations of these adders: (i) ACA-II using the 4-bit overlapped sub-adders; (ii) CCB using 2-bit sub-adders and one bit for the cut-back; (iii) ETA-I using three precise and five imprecise bits; (iv) ETA-IV using three sub-adders (3-bit, 3-bit, 2-bit), two bits in the first carry generation and three bits in the second carry generation; (v) GeAr using two 5-bit overlapped sub-adders; and (vi) LOA using three precise and five imprecise bits. The considered reference for normalization was a ripple-carry adder. The results in Table I considered power dissipation, delay, silicon area, and power-delay product (PDP). One can notice from these results that the LOA outperforms the related solutions in all dimensions. Therefore, it is worth considering LOA as the basis for the development power-precision scalable adders.

III. POWER-PRECISION SCALABLE ADDER

The herein presented Power-Precision Scalable Adder (2PSA) is a dynamically configurable power-precision imprecise adder. Its operation points can be dynamically defined according to the system requirements or external definitions, like the battery status, the level of user attention for a specific application, or any user configuration intended to save battery, among others. The proposed 2PSA can also be statically configured at design time to support different number of operation points (NOP), according to the application target. The maximum level of operation points is the operator bit-width. For example, for a 4-bit 2PSA the allowed operation points are P, I1, I2 and I3, where P is the precise operation point and In are the imprecise operation points with n imprecise bits. The minimum level of operation points allowed is one, when the 2PSA will support only the precise operation point.

The 2PSA imprecision explores the LOA concept [7] in a new dimension, using two non-overlapped sub-adders with dynamically configurable bit-widths. The adder was optimized to reduce the hardware overhead caused by the support of different operation points and it uses operand isolation [10] to increase the power efficiency. An n-bit 2PSA operator is defined with an interface containing two n-bit inputs,
a power-precision control signal $PQControl$ input used to dynamically define the operation point, an n-bit output and a carry-out output. Any bit-width $n$ is supported by the 2PSA and the $PQControl$ input bit-width depends on the supported operation points – defined as $\lceil \log_2(NOP) \rceil$.

Fig. 1 presents the block diagram of a 4-bit 2PSA, where the $OI_n$ blocks are the operand isolation gates, $IA_n$ blocks are the 1-bit imprecise adders and the $PA_n$ blocks are the 1-bit precise adders. Considering the $PQControl$ input values of Fig. 1, the $IA_n$ and $PA_n$ outputs are combined to generate the outputs for distinct precision levels. The same $PQControl$ input controls the carry-in of $PA_n$ blocks, which can be the carry out of the $PA_{n-1}$ block or the carry out of the $IA_{n-1}$ block. Finally, $PQControl$ is used to control the $OI_n$ blocks, defining the operand isolation of each 1-bit adder.

Fig. 2 presents the logic diagram of the $IA_n$, $PA_n$ and $OI_n$ blocks. The imprecise adder block is inspired into the LOA structure [7]. Thus, an OR gate is applied to the inputs, replacing the XOR operation used in precise adders. The carry propagation is eliminated. The precise adder block is a traditional 1-bit full adder, with XOR gates and carry propagation. Finally, the operand isolation block uses two ANDs to isolate (or not) the adder inputs, according to the description of the technique.

As presented in Fig. 1, the 2PSA implementation requires extra hardware when compared to a regular Ripple Carry Adder (RCA) [11] or to a regular LOA. This extra hardware is necessary to support the dynamic selection of the operation points. As a result, if the 2PSA is implemented to support a precise operation point, this operation point tends to dissipate more power than an isolated RCA with the same bit-width. However, the imprecision operation points will allow expressive power savings when selected.

The 2PSA allows the application (or the user) to define either a precise or a low-imprecision operation point to be used when the device is plugged into a power supply, delivering a better quality at the cost of increased power, or higher-imprecision operation points when the device is running out of battery, increasing the battery life.

IV. 2PSA POWER-PRECISION EVALUATION

The 2PSA quality evaluation was done by considering four adder bit-widths: 8-bit, 16-bit, 32-bit, and 64-bit. First, the 2PSA operators were described in C, by considering all allowed operation points (8, 16, 32, and 64 for 8-, 16-, 32-, and 64-bit adders, respectively, as previously discussed). Each operator was evaluated for 250,000 operations and the input samples were extracted from test video sequences [12] recommended for video encoding evaluation. The reached results were compared with a precise adder in terms of signal-to-noise ratio (SNR) – less data-dependent than PSNR or MSE, as defined in (1).

In (1), “Average$_{n}$” represents the average value of the evaluated precise output for each n-bit 2PSA and the MSE is the mean square error for this same 2PSA operator. The MSE was calculated according to (2). In (2), $k$ is the number of evaluated additions (as referred above, $k$ was set to 250,000). $P_i$ is the precise result in position $i$ and $I_i$ is the imprecise result at the same position $i$.

$$SNR = 20 \log_{10} \left( \frac{Average_{n}}{\sqrt{MSE_{n}}} \right)$$  \hspace{1cm} (1)$$

$$MSE = \frac{1}{k} \sum_{i=0}^{k-1} (P_i - I_i)^2$$  \hspace{1cm} (2)$$

The power evaluations were performed by also considering the four bit-widths 2PSA operators. For such purpose, the operators were described in VHDL and synthesized for a 45nm 1.1V Nangate [9] standard cells library using Cadence Encounter RTL compiler tool. The operators were configured to support all available operation points for each evaluated bit-width. The power evaluations considered the same 250,000 operations previously referred and one evaluation was done for each operation point of each operator.

Fig. 3 presents the plots comparing the reached power savings versus the SNR response for each evaluated 2PSA operator. The power savings represent the percentage of power reduction of each imprecise operation point when compared to the precise operation point. In Fig. 3, the x-axes present the precision level, where $P$ denotes precise operation point and $I_n$ denotes imprecise operation point with $n$ bits of imprecision, as previously discussed.
As expected, the higher the imprecision level, the higher the quality degradation and the power savings. Although the variation for the 8-bit operator is not very well behaved, larger operators (16-, 32-, and 64-bit adders) present a linear trend for both, SNR and power savings. Therefore, the ideal operation points depend on the application tolerance to imprecision or on application/user requirements. Taking the 32-bit adder for instance, if the application requires a 150dB SNR, the I^8 operation point may be employed leading to power savings of 16%. However, if 40dB is a tolerable quality, the I^27 operation point can be used resulting in power savings of 57% when compared to the precise operation. Note these numbers assume a 2PSA implementation supporting all possible operation points.

V. RESULTS & COMPARISON: A CASE STUDY

As previously stated, the proposed 2PSA provides total flexibility when it comes to the number of operation points and the definition of the operation points themselves. These parameters are defined at design time, whereas the selection among those operation points happens at run time. At the one hand, more operation points result in higher flexibility. At the other, the increase in the number of operation points lead to increased hardware overhead, as a result of more/larger control structures (multiplexers and OIs).

To provide a practical example, we present a case study implementation for four adder sizes (8, 16, 32 and 64 bits) with the number of operation points defined as NOP=\log_2(n)-1, where n represents the adder bit width. One operation point is always the precise operation and the remaining are selected among all imprecise operation points. Although not formally defined, the imprecise operation points were empirically selected to provide a good observation of the power-precision scalability range, i.e., from low quality/power to high quality/power. Table II presents the operation points evaluated for each bit-width.

The case study experiments also considered operators described in VHDL and synthesized for a 45nm Nangate [9] using Cadence Encounter RTL compiler tool. The obtained results are shown in Table III, including maximum operating frequency, area, power, and quality. One can notice that smaller adders (e.g., 8 bits) leave less room for improvements, since the I^4 operation point provides a modest 19% power savings whereas posing expressive degradation (30.74dB), i.e., further increasing the imprecision would lead to extreme quality losses.

**TABLE II. 2PSA CASE STUDY: OPERATION POINTS**

<table>
<thead>
<tr>
<th>Bit Width / NOP</th>
<th>Operation Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-bit / NOP = 2</td>
<td>P 14 - - -</td>
</tr>
</tbody>
</table>
In turn, the 32-bit 2PSA provides power savings of 20% with 152.46dB response at the I8 operation point; or power savings of 67% with 56dB response at the I24 operation point. By comparing similar quality operation points – let us consider 8-bit adder at I4 (30.74dB) and 16-bit adder at I12 (34.59dB) - the power savings in the larger operator are higher. This can be better understood by observing the relation between active PAs and IAs. Whereas the 8-bit adder at I4 uses 4 active PAs and 4 IAs (50% – 50%), the 16-bit adders at I12 employs 4 active PAs and 12 IAs (25% – 75%). Since the IAs dissipate less power than the PAs, the more the active IAs, the higher the savings. Overall, in this specific case study, the 2PSA demonstrates to allow power-precision scalability (up to five operation points) ranging from precise computation to power savings of up to 73% with 34.59dB response for 16-bit adders or power savings of up to 65% with 104.20dB response for 64-bit adders.

The absence of any other power-precision scalable adders structures supporting multiple operation points forbids a direct comparison with previously published works. Nevertheless, in order to draw a proper comparison, we have designed adders with the same capabilities as the 2PSA case study presented above, by replicating adders using LOA style. For instance, to implement the same capabilities of the 16-bit 2PSA (NOP=3), we have employed one 16-bit RCA (precise adder), one 16-bit LOA adder with 6 imprecise bits (to behave as the 16-bit 2PSA at I6 mode), and one 16-bit LOA adder with 12 imprecise bits (to behave as the 16-bit 2PSA at I12 mode). A similar PQControl is used to select the operation mode. The output is selected using multiplexers and operand isolation is used at the input of unused operators for fairness of comparison.

Fig. 4 presents the comparison between the proposed 2PSA and the solution using replicated adders. It demonstrates that the area reductions allowed by the 2PSA ranges between 54% to 73%, whereas the power savings range from 18% to 73%. As expected, as higher is the number of operation points for a same bit-width, as higher are the power and area savings when comparing 2PSA with implementations using independent adder to support the same operation points. In turn, for each bit width, operation points with higher imprecision levels present higher power savings.
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### TABLE III. 2PSA RESULTS

<table>
<thead>
<tr>
<th>Bit Width</th>
<th>Freq. (MHz)</th>
<th>Area (K gates)</th>
<th>Operation Point</th>
<th>Power (mW)</th>
<th>Power Savings (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-bit / NOP=2</td>
<td>900</td>
<td>202.7</td>
<td>P</td>
<td>0.027</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I4</td>
<td>0.022</td>
<td>19%</td>
</tr>
<tr>
<td>16-bit / NOP=3</td>
<td>450</td>
<td>630.3</td>
<td>P</td>
<td>0.107</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I6</td>
<td>0.068</td>
<td>36%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I12</td>
<td>0.029</td>
<td>73%</td>
</tr>
<tr>
<td>32-bit / NOP=4</td>
<td>230</td>
<td>1259.7</td>
<td>P</td>
<td>0.118</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I8</td>
<td>0.094</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I24</td>
<td>0.066</td>
<td>44%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I12</td>
<td>0.039</td>
<td>67%</td>
</tr>
<tr>
<td>64-bit / NOP=5</td>
<td>120</td>
<td>2513.7</td>
<td>P</td>
<td>0.136</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I12</td>
<td>0.112</td>
<td>18%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I24</td>
<td>0.093</td>
<td>32%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I24</td>
<td>0.068</td>
<td>50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I48</td>
<td>0.048</td>
<td>65%</td>
</tr>
</tbody>
</table>
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![Graph](image_url) Fig. 4. (a) Power and (b) area comparison between 2PSA and the replicated adders architecture

### VI. CONCLUSIONS

This article proposed the Power-Precision Scalable Adder (2PSA). The 2PSA can be configured at design time to support a variety of power-precision operation points, according with the runtime application or/and the user definition. The runtime selection of these operation points allows a dynamic selection of power-precision operation points according to the system status, like type of power supply or level of battery charge, or according to any other user configuration. The 2PSA uses operand isolation to increase the power savings, which can vary from 2% to 60% for 8-bit adders and from 2% to 60% for 64-bit adders, depending on the selected operation point. 2PSA was also optimized to reduce the hardware resources required to support the multiple levels of power-precision operation points and these optimizations in area also contribute to reduce the power and delay. When compared with other solutions able to support the same imprecision levels, but without optimizations, the 2PSA is able to reach savings from 54% to 73% in area and from 18% to 73% in power, depending on the adder bit-width and on the selected operation point.


