Analysis of chronic pain descriptions for base-pathology prediction: the case of rheumatoid arthritis versus spondylitis pathology prediction based on pain descriptions
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Abstract

The language of pain is a sub-language used to describe a subjective, private, and painful experience. In the clinical assessment and management of chronic pain, which is not as straightforward as acute pain, verbal communication is key to convey relevant information to health professionals that would otherwise not be accessible, namely, intrinsic qualities of the painful experience and that of the patient. We raise the hypothesis of applying Natural Language Processing techniques to transcribed verbal descriptions of chronic pain, to capture that information in the form of linguistic features that characterize and quantify the experience of pain of each patient. Furthermore, we demonstrate the application of these features for base-pathology prediction, specifically regarding the diagnosis of rheumatoid arthritis and spondyloarthritis. A dataset of verbal descriptions was collected for this work, considering 85 patients. The descriptions were obtained by having each patient freely answer to an interview of seven questions. The dataset was pre-processed, and features were extracted, which were then fed into binary classification machine learning models. We obtained an accuracy of 79%, in a Leave-One-Out cross-validation fashion. Based on an extensive experimental setup, we conclude that the computational analysis of the language of pain can potentially extract useful information to aid health professionals, in this case, focusing on base-pathology prediction. We also conclude on which semantic features provided more useful information for the task (distribution of pain on the body), and which did not.

Keywords: Chronic Pain. Computational Pain Assessment. Language of Pain. Natural Language Processing. Prediction.
descriptions, emotional distress, disability, and other behaviors that come as consequences of these. The expression that is the object of study of our work is the spontaneous verbal description of the experience of chronic pain. The verbal description often-times includes valuable information about the bodily distribution of the feeling of pain, temporal patterns of activity, intensity, emotional, and psychological impacts, and others. In addition, the choice of words may reflect the underlying mechanisms of the causal agent\textsuperscript{2}, which, in turn, can be used to redirect therapeutic processes. Indeed, this forms a specific sub-language which has been studied in the previous research, such as the structuring of the Grammar of Pain\textsuperscript{3}, and the study of its lexical profile, resulting, namely, in the McGill Pain Questionnaire (MPQ)\textsuperscript{4}, which is widely used to characterize pain from a verbal standpoint, in clinical settings\textsuperscript{5,6}. After one or more interviews, the health professional takes into consideration all of these parameters and interprets the expressions of pain of that patient according to some mental model developed with years of professional and personal experience. All of these studies and tools rely on manual methods and expensive human evaluation.

The computational analysis of syntactic and semantic structures of the language of pain may yield correlations between the content of the descriptions and other relevant medical and non-medical aspects of the painful experience, allowing for a systematic and quantifiable way of characterizing pain and disease manifestations on a linguistic level. This, in turn, has the potential to aid health professionals with the clinical assessment and management of these patients. The automatic qualification and quantification of the language of pain can have multiple applications in the clinical practice, one of them being the prediction of the pathology underlying the experience of pain, which is the focus of this work. This sort of automation can be used as chatbots for patient triage\textsuperscript{7}, patient-oriented mobile applications with automated statistics from natural language, such as emotion recognition\textsuperscript{8}, and others. In our case, we envision a system capable of assisting the health professional during the clinical appointment, by providing key statistics automatically extracted from the patient’s speech during an interview. Even though this work is focused on diagnostics, various other features and inferences could be made from the description of chronic pain, including pain intensity automatization (absolute, relative, and trend analysis), extraction of pain qualities and quantification of those qualities per patient, patient grouping based on them sharing similar qualities of the experience of pain, and so on.

We raise the hypothesis that Natural Language Processing (NLP) techniques can extract useful information from spontaneous accounts of chronic pain experiences, and that this information, in the form of linguistic features, can be used to aid health professionals. To evaluate this hypothesis, we discuss the process and results associated with its analysis, applying the extracted information to binary pathology prediction, specifically between rheumatoid arthritis and spondylitis. These pathologies were chosen considering the connection with the hospital where the data collection took place, and the balance between the availability of patients and diversity representation for meaningful statistics.

Background

Expression and language of pain

The experience of pain, dependent on its temporal patterns of activity, bodily distribution, and other aspects, is molded by multi-domain cognitive factors, both individual and sociocultural. Some of these, known to influence pain perception and corresponding suffering, are emotional states, beliefs, expectations, and behaviors\textsuperscript{9,10}. Language has been found to convey part of this information\textsuperscript{11}. Understanding how the language of pain is used for expressing specific types of pain experiences allows us to build a linguistic model of pain descriptions. Similar descriptions of pain might describe similar characteristics of different experiences of pain. Characterizing these descriptions by their linguistic features allows us to quantify the relations between different experiences in this abstract, semantic space. Relating these with specific diagnoses allows us to take advantage of the link between linguistic features and clinical pathology.

The work initiated by Melzack and Torgerson\textsuperscript{11} aggregated part of the lexical profile of the language of pain, denominated pain descriptors, and performed a series of studies in order to categorize and relate them with pain indices which would be valuable for pain assessment. The result of these studies was the MPQ, which is widely used to characterize pain from a verbal standpoint, having been demonstrated to provide reliable, valid indices of pain in a relatively efficient way\textsuperscript{5}. However, the identified MPQ pain descriptors represent only a portion of the lexical profile of the language of pain. Some studies have specifically stated that the fixed quality of the MPQ ultimately limits the assessment in terms of stability and predictiveness,
concluding that the descriptors should be subordinated to the sociocultural, linguistic background of each patient\textsuperscript{6}. Moreover, the MPQ only accounts for the lexical profile of this sub-language, leaving out of consideration more complex structures, such as syntactic and semantic structures (e.g., the Grammar of Pain\textsuperscript{5}). In addition, as stated before, all of these studies relied on manual methods and human evaluation. The use of NLP techniques has the potential of overcoming all of these limitations and, thus, extracting more information from descriptions of pain.

**Automatic feature extraction**

Even though not directly applied to the language of pain, NLP techniques have seen an increase in health-related applications. An important application is the extraction of mental health features from social media texts, showing that informal language can be used to accurately classify social media users as having or not mental health problems\textsuperscript{8,12}. Other works focused on extracting entities and relations, such as symptoms, also from social media texts\textsuperscript{14,15}.

There are various methods to automatically extract linguistic features from text. The extracted features define the feature space, where documents (i.e., strings of text) become embedded. Given a collection of \(D\) documents with \(V\) unique words (shared vocabulary), traditional methods create feature-vectors based on vocabulary frequencies, and, thus, embed the documents in the vocabulary space. In the Bag-of-Words (BoW)\textsuperscript{16} scheme, each document is characterized by a vector of dimension \(V\), where each entry corresponds to the number of times each word of the vocabulary appears in that document. It is called a bag of words because word order is explicitly disregarded. In the Term Frequency/Inverse Document Frequency (TFIDF)\textsuperscript{16} scheme, the same bag of words format is used. However, each word frequency count is normalized according to the number of times that word appears in the entire collection. For this reason, TFIDF features are said to be more discriminative: words that are uncommon in the collection of documents have more weight than words that are very common, and, thus, characterize better each document in which they appear.

Other methods, such as topic modeling, focus on extracting latent information in a given document from a collection, embedding it in an abstract topic space. Given a pre-determined number of \(k\) topics, these methods estimate the importance of each topic for each document, effectively obtaining a feature-vector of topic distribution for each document. A topic is a distribution of weights over the vocabulary of the document collection, such that the most weighted words are semantically and syntactically related, given the collection. Thus, because of these relations, topics can be interpreted and associated with meaning, usually by giving them representative labels.

Traditional, text-based topic models, such as Latent Dirichlet Allocation (LDA)\textsuperscript{17} and Non-Negative Matrix Factorization (NMF)\textsuperscript{18}, take a vocabulary-based representation of the collection (BoW and TFIDF, respectively), and extract topics following probabilistic and matrix factorization approaches, respectively. However, certain contexts focus on short-text, where the document length shifts from the hundreds of words to the hundreds of characters, such as data from online platforms (e.g., Twitter). In our case, we deal with spontaneous accounts of experiences of pain, which resemble short texts. Extracting topics from short texts presents challenges that the traditional models are not capable of efficiently overcoming. Specifically, word co-occurrence is key information to extract syntactic and semantic relations between words, and topic modeling is, by definition, dependent on the extraction of these relations. However, due to their nature, short-texts have less co-occurrence information, and, thus, pose a greater challenge to traditional topic modeling approaches.

The short-text topic model CluWords\textsuperscript{19} exploits external semantic information (i.e., word vectors, also called embedding’s, of any given model) by replacing each term in a document BoW representation by a meta-word, the CluWord, which represents the cluster of syntactically and semantically similar words, as determined by a pre-trained word-embedding model. This enhanced TFIDF/CluWord representation matrix is then submitted to factorization as in the traditional NMF approach. The main limitation of this model lies in the suitability of external resources to the problem domain.

The short-text topic model SeaNMF\textsuperscript{20}, on the other hand, overcomes the problems associated with short-text collections by capturing beforehand word and context vectors for the whole vocabulary and explicitly using them instead of the TFIDF representation. This is shown to capture relevant term-context correlation that otherwise would not be fully taken advantage of by the NMF approach. The limitation of this approach lies in the corpus availability and vocabulary diversity.
Materials and methods

Our data are the result of a collaboration project between INESC-ID, Faculty of Medicine of University of Porto, and the Centro Hospitalar Universitário São João, Porto, Portugal (CHUSJ). Dataset collection took place at CHUSJ, from October 2019 to October 2020. The dataset contains spontaneous verbal descriptions of chronic pain experiences, from recorded interviews. The patients are adults (≥ 18-years-old), of either sex, diagnosed with rheumatoid arthritis or spondyloarthritis, and with symptoms of chronic pain. The dataset collection project was approved by the Ethics Committee of CHUSJ. Data confidentiality is explicitly protected: all recordings are anonymous, and results are always presented without individual references. Patient recordings are identified with a unique ID, and kept separate from the ID resolution key, which is maintained in physical format at a secure location. The ID also links record with other medically relevant data; such that the patient’s personal identification is never used.

Materials: questionnaire

An interview composed of seven questions was designed with the aim of obtaining a natural description of the patient’s chronic pain experience, in their own words, while directing it towards the cognitive topics relevant for pain assessment. The script was not pre-validated with patients due to time constraints, but it is the result of several iterations with multiple health professionals that interact with chronic pain patients daily. The script is as follows:
1. Onde localiza a sua dor?
   Where does it hurt?
2. Como descreveria a sua dor? Como a sente/que sensações provoca?
   How would you describe your pain? How do you feel it/which sensations does it cause?
3. Como tem evoluído a intensidade da dor no último mês?
   How has pain intensity evolved in the past month?
4. Como considera que a dor tem afetado o seu dia-a-dia, nomeadamente na sua atividade física, profissional e social, e o seu estado emocional?
   How would you consider pain to affect your day-to-day, namely, your physical, professional, and social activities and your emotional state?
5. Qual considera ser a origem da sua dor?
   What do you believe to be the cause of your pain?
6. Como considera que tem evoluído a sua dor, tendo em conta o tratamento (atual) aplicado?
   How would you say your pain has evolved, considering the (current) treatment?
7. Como acha que irá evoluir a sua dor nos próximos meses?
   How do you expect your pain to develop in the coming months?

Materials: acquisition setting, challenges, and pre-processing

Interviews with 85 patients were conducted after the pre-scheduled medical consultation with each patient, using a smartphone as a recording device. Due to the setting of the collection, in a clinical context, there are a number of challenges: some patients showed difficulties in verbally expressing themselves; verbal accounts carry speech disfluencies, such as repetition and correction; and the medical office is not free of random environment noises. The data pre-processing step aims at reducing the impacts of these challenges. Interview recordings were submitted to a semi-automatic diarization process, which separates patient audio segments from interview questions. The patient audio segments were manually transcribed, leaving out speech disfluencies. Even though the number of patients is comparable to that of other studies\(^21,22\), it is still an important limitation. To overcome this limitation, we augmented the collection by fragmenting each patient document into the corresponding seven answers to the interview. In this setting, we consider the answers to each question to be semantically independent. Note that patients can still be fully represented by their corresponding seven documents.

We standardize the text through lemmatization (root word extraction) with STRING\(^23\), and remove stopwords (i.e., words that do not provide intrinsic semantic information, such as determinants and pronouns) as defined by the Natural Language Toolkit\(^24\) for Portuguese. Additional words empirically found not to be semantically meaningful for our task, such as the frequent formal address “senhor doutor” (doctor), were also removed. Even though speech disfluencies were explicitly removed, texts resulting from spontaneous speech can still be syntactically incoherent and their linguistic analysis cannot be based on the explicit modeling of syntactic structures. Table 1 shows the ten most frequent words, before and after pre-processing, highlighting the importance of this step.
**Materials: dataset summary**

The dataset comprises 85 patients, diagnosed with either rheumatoid arthritis (41) or spondyloarthritis (44). The interview with each patient comprises seven questions. Thus, the dataset considers 85 × 7 = 595 short-text documents. Depending on the context and the needs, a patient can be represented simultaneously by all seven independent documents, by only one of the seven documents, or by all seven documents concatenated together (effectively creating a single, large document).

**Methods: type of text**

The aim is to extract linguistic features in the form of feature-vectors from the dataset and discover which set of features is most informative for the task of base-pathology prediction, that is, which produces the best accuracy result. This will tell us if verbal descriptions of chronic pain contain valuable information for the assessment and management of chronic pain patients (applied to this task), and how to extract that information automatically.

The first concern is the type of text used as a basis for feature extraction. It can be natural, or lemmatized text, with stop-words removed or not (i.e., applying the pre-processing described in the “Materials: Acquisition setting, challenges, and pre-processing” section, or not). This separates our experimental setup into four experiments, summarized in table 2.

| Table 2. Summary of the four different experiments |
|-----------------------------|---------------------|---------------------|---------------------|---------------------|
| Exp. 1 | Exp. 2 | Exp. 3 | Exp. 4 |
| Type of text | natural | natural | lemma | lemma |
| Stop-words | not removed | removed | not removed | removed |

**Methods: type of features**

Given the setting of each experiment in table 2, we extract a feature-vector for each resulting document (for all $D$ documents; table 3). We extract eight types of features: as a baseline, vocabulary-based features (BoW and TFIDF) and traditional topic models (LDA and NMF), and then short-text tuned topic models (SeaNMF, CluWords with FastText embeddings$^{25}$, and CluWords with BERT embeddings$^{26}$) and document-embeddings (BERT doc2vec). These are summarized in table 3.

| Table 3. Types of features to extract from the document collection |
|---------------------|---------------------|
| Feature Type | Dimensions |
| BoW | $D \times V$ |
| TFIDF | $D \times V$ |
| LDA | $D \times k$ |
| NMF | $D \times k$ |
| SeaNMF | $D \times k$ |
| CluWords (FastText) | $D \times k$ |
| CluWords (BERT) | $D \times k$ |
| BERT (doc2vec) | $D \times k$ |

$D$: number of documents in the collection; $V$: size of the vocabulary; $K$: number of extracted topics. BoW: bag-of-words; TFIDF: term frequency/inverse document frequency; LDA: latent dirichlet allocation; NMF: non-negative matrix factorization

**Methods: type of feature aggregation**

Given the setting of each experiment in table 2, and one of the extracted feature-vectors according to table 3, each patient is associated to seven independent feature-vectors, corresponding to each of the answers to the interview. To represent each patient with a single vector, the following types of feature-vector aggregation are considered: fragment, patient, and single question [1-7] (summarized in table 4).

These aggregations imply different semantics with different feature values.

**Fragment** looks independently at each of the seven documents belonging to a patient, as if they were not semantically related. In this context, each document is much shorter in length, and semantically focused on less topics (because it has fewer words). By aggregating the seven vectors by their mean value in each dimension, we are considering all documents to have the same importance to the general representation of the patient.
Table 2. Types of feature-vector aggregations that represent each patient with a single feature-vector instead of seven vectors

<table>
<thead>
<tr>
<th>Fragment</th>
<th>The seven vectors are aggregated by their mean value in each dimension.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient</td>
<td>The seven documents are concatenated beforehand, resulting in a single document per patient from which the feature-vector is extracted.</td>
</tr>
<tr>
<td>Single question [1-7]</td>
<td>Only one of the vectors is considered (corresponding to a single question of the interview).</td>
</tr>
</tbody>
</table>

Patient considers that each patient has a single document (result of concatenating beforehand all seven documents). This means that features are extracted on 85 long documents (equal to the number of patients). However, given that the number of documents is so low, there might be a loss of information, especially regarding word co-occurrence in document windows and complex topic distributions (i.e., a single long document might focus on multiple, disparate topics).

Finally, single question [1-7] assumes that for the task of base-pathology prediction, the patient is sufficiently, or better represented by a single question’s answer to the entire interview, since there is much less noise. In this case, the number of documents is also reduced to the number of patients, however taking a big cut off the collection’s vocabulary. Nonetheless, semantically speaking, the documents are potentially more focused: if there are question’s answers in the interview which are prejudicial to the prediction of the base-pathology, or are simply irrelevant, diluting the useful information in noise, this type of aggregation is expected to produce superior results. This aggregation is a simplified version of all the permutations of possible sets of questions to be considered.

Methods: classification models

The experimental setup relies on the use of 4 machine learning models. These are Support Vector Machine (SVM)\textsuperscript{27}, k-Nearest Neighbors\textsuperscript{28}, Random Forest\textsuperscript{29}, and Logistic Regression\textsuperscript{30}. The parameters of each model are used as defined by default in the Sci-Kit Learn toolkit\textsuperscript{31}. All of these models were used in order to minimize the variability of results, especially those that are intrinsic to the design of the models. After running the experiments for all four models, it was determined that the performance of all models was equal, or inferior, to that of SVM. For this reason, all results and considerations shown after refer to the SVM model.

Methods: evaluation

Given the limited size of the dataset, it is not separated in training and test sets. Instead, evaluation is performed in a Leave-One-Out fashion, for each experiment with each type of feature-vector/aggregation. The score is given as the mean accuracy score of training on every subset of n-1 patients and predicting the base-pathology of the one remaining, until all patients have been selected as test. Experiments are evaluated according to their accuracy (percentage of correct predictions).

Results

Figure 1 shows the scores per experiment (Table 2), across all feature-aggregations (Table 4). These scores are obtained by averaging the accuracy scores of each feature-vector for each experiment. Score variance is also shown. The red dashed line represents the threshold of random binary choice (50%).

This allows us to compare experiments (i.e., type of text) from a high-level and to understand the limitations of each aggregation type, in general. Aggregation types single question 2, 3, 4, 6, 7, irrespective of the experiment setting, have accuracy scores below or similar to random choice. For this reason, these are immediately discarded. For the remaining aggregation types (fragment, patient, single question 1 and 5), we observe that experiments 1 and 2 have consistently inferior scores. For this reason, these experiments are also discarded.

Figure 2 zooms-in on experiment 3, showing the scores for all baseline feature-vectors, across the selected feature aggregations. Similarly, figure 3 zooms-in on experiment 3, showing the scores for the remaining feature-vectors (short-text models and document embeddings) with the best baselines (TFIDF and NMF) for comparison, across the selected feature aggregations. These figures allow us to compare the importance of each feature-vector type, for each aggregation type, in the setting of experiment 3, that is, with lemmatized text and stop-words not removed.

Figure 4 zooms-in on experiment 4, showing the scores for all baseline feature-vectors, across the selected feature aggregations. Similarly, Figure 5 zooms-in on experiment 4, showing the scores for the remaining feature-vectors (short-text models and document embeddings) with the best baselines (TFIDF and NMF) for comparison, across the selected feature aggregations. These figures allow us to compare the
importance of each feature-vector type, for each aggregation type, in the setting of experiment 4, that is, with lemmatized text and stop-words removed. Noticeably, in general, classification results are slightly higher for experiment 4.

**Discussion**

After observing figure 1, we were able to discard aggregation types *single question* 2, 3, 4, 6, 7, because their results, irrespective of the experiment, were below or similar to random choice. Thus, we conclude that,
by themselves, either the cognitive topics discussed in questions 2, 3, 4, 6, and 7 (pain sensations, patterns of pain intensity, day-to-day and emotional impacts, beliefs regarding treatment quality, and expectation of future pain developments, respectively) of the interview do not convey relevant information for our task, or the patients had considerable difficulty elaborating those topics. Furthermore, for the remaining feature aggregation types, we discarded experiments 1 and 2 because their mean scores are consistently inferior to experiments 3 and 4. With this, we conclude that the setting of experiment 1 results in the poorest performance overall, which can be justified by the fact that it is based on the most raw data (natural text and no stop-words removed), meaning that important information is getting diluted in noise. This is especially evident for single question 1, which should be basically a list of nouns (locations of pain on the body), where the mere presence of syntactic building blocks of words, such as determinants, pronouns, and conjunctions, and the syntactic variability of words, is diluting the information carried by those relevant nouns. We also conclude that, overall, using lemmatized text (experiments 3, 4) results in better accuracy scores. The removal of stop-words is also reflected in the small differences between experiments 3 and 4. This discussion validates the proposed pre-processing pipeline in the “Materials: Acquisition setting, challenges, and pre-processing” section. The fragment aggregation type displays only slightly higher scores than the patient aggregation type, which is unexpected, according to the discussion in the “Methods: Type of Feature Aggregation” section. By aggregating the 7 vectors by their mean value in each dimension, we are considering all documents to have the same importance to the general representation of the patient, which is not necessarily true, and might be the cause for information loss. A possible approach to overcoming this is to weight each vector, given the importance of each question to the task of base-pathology prediction, which is not a trivial task. We can also observe a clear spike in accuracy when using the single question 1 aggregation type. This means that the patient answers to this question convey relevant information to predict their base-pathology in our binary classification setting, with a mean accuracy score above 70%. This result is in line with clinical literature: even though rheumatoid arthritis and spondyloarthritis share many symptoms (such as joint inflammation, stiffness, and fatigue), an important distinction on the pain location can be made that differentiates the two (rheumatoid arthritis is more incident on joints of the upper limbs, in most cases affecting the wrists, while spondyloarthritis is more incident on back pain and lower limbs).³²-³⁴

Looking at the vocabulary-based baseline features (BoW and TFIDF), we observe a relevant difference when not removing and removing stop-words (i.e., in figure 2 the scores for these features have a relevant difference, whereas in figure 4 their scores are very similar). Specifically, by removing stop-words, simple
Conclusions and future work

In this work, we have analyzed the hypothesis that the language of chronic pain conveys relevant information for the assessment and management of these patients, and that NLP techniques can extract this information. Specifically, for base-pathology prediction, we analyzed and discussed which linguistic features extract the most relevant information and determined which parts and aggregations of chronic pain descriptions actually conveyed relevant information for accurate base-pathology prediction.

We conclude that verbal descriptions of chronic pain experiences convey relevant information for the assessment and management of these patients, specifically in the case of base-pathology prediction. We also conclude that NLP techniques can successfully extract this information. Based on an extensive experimental setup, we identified the most relevant carrier of information for our task: having patients describe the location distribution of their pain (the first question of the interview). Moreover, we conclude that the TFIDF features are, overall, the best method to extract that information, with an accuracy of 79% with lemmatized text and removed stop-words.

Future work, on a first stage, should focus on expanding the dataset with more patients. This will allow for evaluation methods other than Leave-One-Out and offer better generalizations, specifically by having a set of patients for model training and a distinct, large set of patients for model evaluation. This would allow for the evaluation of prediction accuracy, precision, recall, and others. Additionally, it will enrich the vocabulary of the dataset and possibly offer better results. Finally, other future considerations should include descriptions of chronic pain obtained without an interview, because this will intrinsically reveal the relative importance of the cognitive topics for each patient whilst removing any possible biases from the prompting.
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