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Abstract

In recent years, unmanned aerial vehicles such as drones have been gaining prominence as alternatives for performing several tasks. Although this type of vehicle has undergone several improvements in a short period of time, in most cases its flight time is not yet long enough to allow certain missions to run only with the autonomy of a single vehicle. Additionally, the transport of large objects in general is not feasible with a single drone. It is therefore necessary to consider the intervention of two or more vehicles.

In this context, this study aims to develop a controller for a multi-drone system, in order to allow the transport of objects that cannot be handled by just one vehicle. To this end, different models were analyzed in order to characterize several scenarios of object transport. Furthermore, the question of drone autonomy and the replacement of vehicles was addressed, considering a mission scenario that goes beyond the capabilities of the energy stored in a single vehicle and requires drone replacement to be performed. The control strategy used for the development of this controller is based on non-linear model predictive control (NMPC) algorithms.

Backed with simulation results, it is shown that the cooperation of vehicles for the purpose of carrying out the transport task is feasible, under certain assumptions. Additionally, the vehicle replacement problem is implemented and tested, based on an energy consumption model defined for each vehicle involved in the transport task. The numerical simulations were created in MATLAB resorting to the solvers fmincon and ode45 and its results verify the effectiveness of the proposed control strategies for both problems.

Keywords: Drones, Model Predictive control, Multi-drone system, Replacement of vehicles.
Resumo

Nos últimos anos, os veículos aéreos não tripulados tal como os drones, têm ganho destaque como alternativas para a realização de diversas tarefas. Embora este tipo de veículo tenha sofrido várias melhorias num curto período de tempo, na maioria dos casos o seu tempo de voo ainda não é longo o suficiente de forma a permitir que certas missões sejam executadas com a autonomia de um único veículo. Além disso, o transporte de objetos de grandes dimensões em geral não é exequível de ser realizado com um único drone. É portanto necessário considerar a intervenção de dois ou mais veículos.

Neste contexto, este estudo tem como objetivo desenvolver um controlador para um sistema multi-drone, de forma a permitir o transporte de objetos que não podem ser manipulados por apenas um veículo. Para este fim, diferentes modelos foram analisados de forma a caracterizar diversos cenários de transporte de objetos. Além disso, foi abordada a questão de autonomia dos drones e a substituição de veículos, considerando um cenário de missão que vai além das capacidades da energia armazenada num único veículo e requer a substituição de um drone. A estratégia de controlo utilizada para o desenvolvimento deste controlador é baseada em algoritmos de controlo preditivo não linear (NMPC).

**Palavras-chave:** Drones, Controlo preditivo, Sistema multi-drone, Substituição de veículos.
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Chapter 1

Introduction

1.1 Motivation

Although initially conceived for military purposes, drones have nowadays a wide spectrum of applications which has resulted in their rapid development and adaptation to various scenarios and environments to carry out challenging missions.

There are many fields where the presence of these vehicles can bring added-value. One such example is agriculture. Applications in these sector pose more and more challenges, in particular due to motivations related to climate change. In fact, according to FAO\textsuperscript{1} and ITU\textsuperscript{2}, the world population and food production worldwide will have to increase by 70\% by 2050 \cite{13}. Drones can greatly reduce the costs of this action through analysis of soils and fields, crop monitoring, aerial planting and irrigation, among others. \cite{12}.

Another area where drones can make a difference is multimedia and film applications. Most films have motion sequences whose image needs to be obtained from different angles, which requires installing multiple cameras in different places or adopting a better alternative: using drones. The performance of these vehicles has increased more and more in this area. However, there are still several challenges such as estimating the actor’s position, understanding the context of the scene at an artistic level and operating in scenarios without prior information \cite{14}.

The versatility of drones in various contexts has increased interest of researchers in exploring the cooperation of these vehicles in order to solve increasingly complex problems. One of these problems is the transport of large objects. In this context, the present study addresses the situation in which a single vehicle cannot handle a large object and, therefore, the need for cooperation between two or more of these vehicles arises. In this scenario, the problem of drone autonomy will also be addressed so that the mission to be carried out is not interrupted.

\textsuperscript{1}Food and Agriculture Organization of the United Nations. \textsuperscript{2}International Telecommunication Union
1.2 State of the Art

Since the late 1980s, model predictive control (MPC) has gained prominence as a control design technique due to its distinct ability to incorporate optimization features and constraints. In particular, the appearance of nonlinear predictive control allowed the development of controllers that deal with nonlinearities present in the dynamics of models, that further extended the scope of MPC applications. In fact, this control strategy can be very efficient in controlling systems such as UAVs as seen in [15], where the authors control a quadcopter using this technique, taking into account restrictions to the problem.

As already mentioned, nowadays there are countless areas where drones can intervene in order to simplify and solve problems. In fact, recently, the assignment of cooperative tasks for multi-drone systems has been extensively studied, with different models and algorithms already proposed. One such example is [17], that presents a multi-drone approach to autonomous cinematography planning where an architecture based on a cooperative team is proposed. This new application raises a series of challenges since vehicles are expected to make decisions in real time and to capture images autonomously, while following guidelines present in typical filming of cinematography rules.

This thesis explores another application of multi-drone systems: the transport of objects large enough that require two or more vehicles to perform the task. This situation was addressed in [18], where the authors present a configuration where a set of drones are rigidly connected to the object to be transported. In the present study, a different approach is adopted that considers a configuration where each drone is connected to the object by an articulation, which allows the total mobility of the vehicle, that moves with the usual four degrees of freedom. Additionally, a centralized control approach is considered, in contrast to the one presented in [18], which is implemented through a decentralized controller.

It is also important to address the problem of drone autonomy, especially in missions that depend on more than one vehicle, since its battery is a limited resource. There are several solutions for extending a UAV mission. The approach considered in this work is based on the replacement of vehicles in order to ensure the continuity of the assigned task. A relevant article that addresses this issue is [9], applied to the area of structural inspection. For this purpose, the authors propose a continuity-of-service algorithm based on an extension of the MAVLink protocol that implements the replacement of vehicles automatically, through messages and commands that allow communication between drones.

1.3 Objectives

The focus of this thesis is to develop and test a controller for a multi-drone system that allows the transportation of large objects that cannot be transported by a single vehicle. The control strategy used in the development of this controller is based on a non-linear approach to predictive control (NMPC). Throughout this thesis, increasingly complex scenarios have been considered for the cooperation of vehicles, which is reflected in the examples presented. In short, the main objectives of this work are to implement a controller capable of:

- solving the problem of transporting large objects by a multi-drone system and, for that purpose, to
generate optimal trajectories.

- solving the vehicle replacement problem.

## 1.4 Contributions

The main contributions of this study are algorithms based on nonlinear predictive control that allow vehicle motion control and the replacement of vehicles and also the analysis of the performance of the algorithm based on the study of the simulation.

## 1.5 Thesis Outline

This report explores the themes previously presented, where different models are studied and the simulations of the respective implementations are presented. This work is divided as follows:

- **Chapter 1** introduces the problem, explaining the motivation behind it, where a review of state of the art methods is done. The objectives intended for this work are also defined, as well as the contributions added by it.

- In **chapter 2**, the formulation of the problem is explained in detail. The configuration of the system, its limitations and the assumptions of the problem are addressed. It also refers to the study of the models that will be analyzed in order to address the central problem of the dissertation and, for that purpose, the methods that will be used throughout the work.

- In **chapter 3**, four different systems are modeled, where their limitations and assumptions are explained, based on the study of the bi-rotor and the quadcopter.

- **Chapter 4** introduces the following chapters, as it points out the resources used to implement the two control situations considered in this work.

- **Chapter 5** presents the problem of control of the system composed of two bi-rotors and a bar. In this chapter, the optimization variables, the cost function to be minimized and the optimization problem are defined. Simulations are also carried out in order to ascertain the performance of the system.

- **Chapter 6** addresses the development of the control strategy for the central problem of this work: the transportation of a bar through the cooperation of two drones. In this Chapter, the optimization problem is defined and simulations of different maneuvers are carried out in order to assess the robustness of the controller developed for this system. The drone autonomy problem is also analyzed and solved through a vehicle replacement strategy. For this purpose, two different situations are presented that portray the replacement of vehicles in a transport task.

- **Chapter 7** addresses the problem of vehicle replacement, in a context where a drone performs a transport task and there is a need for intervention by another vehicle since the first drone does not
have the autonomy to complete the task until the end. In this context, vehicle energy consumption models are defined in order to address and solve the problem in question.

- Finally, in chapter 8, the findings of this study are discussed and recommendations are made for future improvements in the results obtained.
Chapter 2

Problem Statement

This chapter addresses the formulation of the central problem of this work, in detail. The configuration of the system in question, the assumptions considered and its limitations are explained. Also mentioned are the models studied in the dissertation and its respective optimization problems addressed before analyzing this problem, in order to carry out a study with increasing complexity.

The central problem of this dissertation is the transportation of large objects by a multi-drone system. This system is composed of two quadcopters and a bar. The drones and the bar are connected through spherical joints that allow both vehicles to move with freedom of movement, without compromising the transport of this object. Fig. 2.1 shows this configuration, where the joints are represented by two circles, connecting each vehicle to the object.

For this problem, the following premises are assumed

1. The movement of the system in two dimensions (x and y) is decoupled from the longitudinal movement. In other words, these two separate movements are considered since the system moves at \( z = 0 \), where the three rotation angles of drone \( i (\phi_i, \theta_i, \psi_i, i = 1, 2) \) are considered as the angle of the bar around the \( z \) axis, \( \psi_b \).

2. The bar has a defined length \( c \) and negligible width and height.

3. The center of mass of the system coincides with the center of mass of the bar.

4. Both vehicles have autonomy to carry out the task of transport until the end.

Throughout the work, an analysis of 4 different models is carried out, with increasing complexity, where the last situation addressed corresponds to the quadcopter bar system described in this section. First,
the planar model of the drone is analyzed and, then, the study of a system composed by two planar drones that carry a bar is done. Finally, the quadcopter model is explored, in order to proceed with the study of this final system.

Additionally, a control strategy was implemented for the bi-rotor bar system and, subsequently, for the quadcopter bar system. In both cases, the control strategy is based on non-linear predictive control. The objective in controlling these systems is to successfully complete the task of transporting the bar, without compromising the stability while generating optimal trajectories.

At the end of this work, a different scenario of object transport is approached, taking into account the autonomy of each vehicle. It is considered a scenario in which a drone is capable of transporting the bar but it does not have the autonomy to carry out the assigned task until the end, which leads to the need for the intervention of another vehicle. This example adopts some simplifications such as considering that a single drone is capable of transporting the bar and the disregard of charging stations, among others.
Chapter 3

System Modeling

The first requirement for controlling a given system based on a control strategy is to make a reliable description by delineating a model. In order to achieve the final objective of this thesis, where the implementation of a system consisting of multiple quadcopters is carried out, two isolated models were studied: first the bi-rotor and then the quadcopter. Subsequently, scenarios for transporting objects that cannot be transported by just one vehicle are described, first for a system formed by bi-rotors and then for a system composed of quadcopters.

In Section 3.1, the planar drone model is described and its dynamics are defined using the Euler-Lagrange equations. Section 3.2 describes the transport of a bar by two bi-rotors. The dynamics of this system is also defined as a solution of the Euler-Lagrange equation. Moreover, the forces acting on this system are described in detail. Section 3.3 describes the model that is the basis of this work: the quadcopter. The quadcopter kinematics and actuation are explained as well as the equations that describe its movement. Finally, in Section 3.4, the model of a system composed of quadcopters and a bar is defined. The rotation of the three rigid bodies is analyzed and the dynamics of the system are defined.

3.1 Bi-rotor model

A bi-rotor is a planar drone with two rotors. In this section, a vehicle similar to that shown in Fig. 3.1 is studied. In this example, it is considered that its mass, \( m \), is concentrated in a material point located in the center of mass of the vehicle and takes the value \( m = 1 \text{ kg} \). The bi-rotor moves with an angle \( \theta \) in relation to the horizontal plane, known as its pitch angle.

Additionally, it is remarked that \( b \) corresponds to the distance between each rotor and the center of mass of the UAV, \( F_g \) corresponds to the force of gravity, \( f_1 \) and \( f_2 \) correspond to the forces generated by each rotor of the vehicle, and \( f = f_1 + f_2 \) corresponds to the total thrust exerted by the vehicle rotors.
Euler-Lagrange equations

In relatively simple systems it is possible to define its dynamics analytically through the solutions that result from the Euler-Lagrange equations, satisfied by the generalized coordinates of the system. The generalized coordinates of this system fully describe it and are as follows

\[ q = \begin{bmatrix} x \\ z \\ \theta \end{bmatrix}, \tag{3.1} \]

composed by the position of the bi-rotor \((x \text{ and } z)\) and its pitch angle, \(\theta\).

The kinetic energy \((K)\) and the potential energy \((U)\) of the system are given by

\[ K(q, \dot{q}) = \frac{1}{2} m \dot{x}^2 + \frac{1}{2} m \dot{z}^2 + \frac{1}{2} I \dot{\theta}^2, \]

\[ U(q) = m g z, \tag{3.2} \]

where \(I\) corresponds to the UAV moment of inertia.

Considering the Lagrangian function \(L = K(q, \dot{q}) - U(q)\), the Euler-Lagrange equation takes the form

\[ \frac{\partial}{\partial t} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = F, \tag{3.3} \]

where \(F\) are the generalized forces that act on the system. In this case, \(F\) is a vector whose first two entries correspond to the decomposition of the total thrust force exerted on the bi-rotor, in the \(x\) and \(z\) directions. Fig. 3.2 shows the decomposition of the total thrust force exerted on the bi-rotor.

As it is observable, the first entry of \(F\) is the force \(f_x = -f \sin(\theta)\), that acts in the horizontal direction of the planar drone and corresponds to the \(x\) component of the total thrust that is exerted on the vehicle. Additionally, its second entry is \(f_z = f \cos(\theta)\), that is the force that acts in the vertical direction of the planar drone and corresponds to the \(y\) component of the total thrust. Note that the \(x\) component is negative as \(f_x\) is pointing in the negative direction of the \(x\) axis and the \(y\) component is positive as \(f_z\).
is pointing in the positive direction of the $z$ axis. Finally, the last entry of $F$ is $\tau = b(f_1 - f_2)$, which corresponds to the pitching moment provided by the rotors that acts on the pitch axis of the bi-rotor.

In short, $F$ corresponds to

$$F = \begin{bmatrix} -f \sin(\theta) & f \cos(\theta) & \tau \end{bmatrix}^T.$$  

Finally, the Euler-Lagrange equation can be written as

$$\frac{\partial}{\partial t} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \begin{bmatrix} -f \sin(\theta) \\ f \cos(\theta) \\ \tau \end{bmatrix}. \quad (3.4)$$

**Bi-rotor dynamics**

Substituting $L$ in (3.4) and solving the equation, the following equations are obtained

$$m \ddot{x} = -f \sin \theta,$$

$$m \ddot{z} + mg = f \cos \theta,$$

$$I \ddot{\theta} = \tau. \quad (3.5)$$

The dynamics of the bi-rotor can then be written in the following more compact form

$$I \ddot{\theta} = b(f_1 - f_2),$$

$$m \begin{bmatrix} \ddot{x} \\ \ddot{z} \end{bmatrix} = \begin{bmatrix} 0 \\ -mg \end{bmatrix} + R(\theta) \begin{bmatrix} 0 \\ f_1 + f_2 \end{bmatrix}. \quad (3.6)$$

Figure 3.2: Decomposition of the total force exerted on the bi-rotor, adapted from [3].
where $R(\theta)$ represents the rotation matrix, given by

$$
R(\theta) = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix}.
$$

(3.7)
3.2 Bi-rotor bar model

Consider two bi-rotors, with masses $m_1$ and $m_2$, that cooperate in order to carry a bar of length $c$ and negligible width. The bar is articulated to each vehicle through spherical joints. The configuration of this articulation allows both vehicles to move with freedom of movement.

Fig. 3.3 shows the bi-rotor bar system, where the position of each rigid body is defined in the inertial frame, $\{I\}$, as follows

$$p_{D_1}^I = \begin{bmatrix} x_1 \\ z_1 \end{bmatrix}^T,$$

$$p_{D_2}^I = \begin{bmatrix} x_2 \\ z_2 \end{bmatrix}^T,$$

$$p_{\text{bar}}^I = \begin{bmatrix} x_b \\ z_b \end{bmatrix}^T.$$  \hfill (3.8)

Additionally, it is possible to observe the pitch angles of each bi-rotor, $\theta_1$ and $\theta_2$. Note that, each time the bar is not parallel to the horizontal plane, it assumes a rotation angle, called $\theta_b$.

Furthermore, the forces generated by each rotor ($F_1$, $F_2$, $F_3$, $F_4$) and the total thrust force exerted on each vehicle are represented, which are defined for each bi-rotor as follows

$$T_1 = F_1 + F_2,$$

$$T_2 = F_3 + F_4.$$  \hfill (3.9)

Additionally, the pitch moments derived by the rotors of each UAV are given by

$$\tau_1 = b(F_1 - F_2),$$

$$\tau_2 = b(F_3 - F_4).$$  \hfill (3.10)

The parameters used in the modeling of this system are defined in Table 3.1.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1, m_2$</td>
<td>1</td>
</tr>
<tr>
<td>$m_b$</td>
<td>0.5</td>
</tr>
<tr>
<td>$c$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters applied for the bi-rotor bar system.

**Euler-Lagrange equations**

The definition of the dynamics of this system is the result of the solution of the Euler-Lagrange equation, satisfied by the generalized coordinates of the system. In this example, it is assumed that the center of mass of the system coincides with the center of mass of the bar. Thus, this system is described in its entirety through the following generalized coordinates

$$q = [x_b, z_b, \theta_1, \theta_2, \theta_b]^T, \quad (3.11)$$

that are composed by the position of the bar ($x_b$ and $z_b$), the pitch angles of each vehicle ($\theta_1$ and $\theta_2$) and the rotation angle of the bar, $\theta_b$, performed in the xz-plane.

In order to define the Euler-Lagrange equation it is necessary to first define the potential and kinetic energies of the system. Thus, the kinetic energy ($K$) and the potential energy ($U$) of the system are given by

$$K(q, \dot{q}) = \frac{1}{2} m_b \dot{x}_b^2 + \frac{1}{2} m_b \dot{z}_b^2 + \frac{1}{2} m_1 \dot{x}_1^2 + \frac{1}{2} m_1 \dot{z}_1^2 + \frac{1}{2} m_2 \dot{x}_2^2 + \frac{1}{2} m_2 \dot{z}_2^2 + \frac{1}{2} I_b \dot{\theta}_b^2 + \frac{1}{2} I_1 \dot{\theta}_1^2 + \frac{1}{2} I_2 \dot{\theta}_2^2,$$

$$U(q) = m_b gz_b + m_1 gz_1 + m_2 gz_2, \quad (3.12)$$

where $I_b$ corresponds to the moment of inertia of the bar and $I_1$ and $I_2$ correspond to the moments of inertia of each vehicle. Since both vehicles have the same mass, the following simplification is adopted: $m_1 = m_2 = m$.

It is remarked that the positions of both bi-rotors, $p^f_{D_1}$ and $p^f_{D_2}$, can be defined through the bar generalized coordinates, $x_b$, $z_b$ and $\theta_b$, and are given by

$$x_1 = x_b - \frac{c}{2} \cos(\theta_b),$$

$$z_1 = z_b - \frac{c}{2} \sin(\theta_b),$$

$$x_2 = x_b + \frac{c}{2} \cos(\theta_b),$$

$$z_2 = z_b + \frac{c}{2} \sin(\theta_b). \quad (3.13)$$
Moreover, their respective derivatives are
\[
\begin{align*}
\dot{x}_1 &= \dot{x}_b + \frac{c}{2} \dot{\theta}_b \sin(\theta_b), \\
\dot{z}_1 &= \dot{z}_b - \frac{c}{2} \dot{\theta}_b \cos(\theta_b), \\
\dot{x}_2 &= \dot{x}_b - \frac{c}{2} \dot{\theta}_b \sin(\theta_b), \\
\dot{z}_2 &= \dot{z}_b + \frac{c}{2} \dot{\theta}_b \cos(\theta_b).
\end{align*}
\]
(3.14)

The Lagrangian function, \( L = K(q, \dot{q}) - U(q) \), must be written taking into account the generalized coordinates defined in (3.11). For this purpose, the linear velocities of both vehicles \( (\dot{x}_1, \dot{z}_1, \dot{x}_2 \text{ and } \dot{z}_2) \) are replaced by its equivalent expressions defined in (3.14). Hence, the following Lagrangian function is obtained
\[
L = \left( \frac{1}{2} m_b + m \right) \dot{x}_b^2 + \left( \frac{1}{2} m_b + m \right) \dot{z}_b^2 + m c^2 \dot{\theta}_b^2 + \frac{1}{2} I_b \dot{\theta}_b^2 + \frac{1}{2} I_1 \dot{\theta}_1^2 + \frac{1}{2} I_2 \dot{\theta}_2^2 - (m_b + 2m)gz_b
\]
(3.15)

The dynamics of the bi-rotor are defined through the Euler-Lagrange equation, which is given by
\[
\frac{\partial}{\partial t} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = F,
\]
(3.16)
where \( F \) are the generalized forces that act on the system. In order to define vector \( F \), it is required to decompose the forces present in this system. Fig. 3.4 shows the decomposition of the total thrust force exerted on each bi-rotor, \( T_1 \) and \( T_2 \), in the \( x \) and \( z \) directions.

![Figure 3.4: Decomposition of the total thrust of both vehicles.](image)

Both components of the forces \( T_1 \) and \( T_2 \), are defined in a similar way, using trigonometry. The
The decomposition of $T_1$ and $T_2$ is given by

$$T_{1x} = -T_1 \sin(\theta_1),$$
$$T_{1z} = T_1 \cos(\theta_1),$$
$$T_{2x} = -T_2 \sin(\theta_2),$$
$$T_{2z} = T_2 \cos(\theta_2).$$

Note that the $x$ components are negative as $T_{1x}$ and $T_{2x}$ are pointing in the negative direction of the $x$ axis and the $z$ components are positive as $T_{1z}$ and $T_{2z}$ are pointing in the positive direction of the $z$ axis.

Figure 3.5: Decomposition of the total force exerted on the bar by both vehicles.

Fig. 3.5 shows the components in the $x$ and $z$ directions of the total thrust forces exerted on both vehicles and also $T_b$, which corresponds to the total force exerted on the bar by the two planar drones. $T_b$ takes into account the components in $x$ and $z$ of $T_1$ and $T_2$. 
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In Fig. 3.6, the positive direction of rotation of the system is represented in red, which corresponds to a counterclockwise rotation. Taking into account the direction of this rotation, \( T_b \) is calculated as follows

\[
T_b = T_2 \cos (\theta_2) \cos (\theta_b) + T_2 (-\sin (\theta_2))(-\sin (\theta_b)) - T_1 \cos (\theta_1) \cos (\theta_b) + T_1 (-\sin (\theta_1))(-\sin (\theta_b)) \lesssim
\]

\[
\equiv T_b = T_2 \cos (\theta_2) \cos (\theta_b) + T_2 \sin (\theta_2) \sin (\theta_b) - T_1 \cos (\theta_1) \cos (\theta_b) + T_1 \sin (\theta_1) \sin (\theta_b) \lesssim
\]

\[
\equiv T_b = T_2[\cos (\theta_2) \cos (\theta_b) + \sin (\theta_2) \sin (\theta_b)] - T_1[\cos (\theta_1) \cos (\theta_b) + \sin (\theta_1) \sin (\theta_b)].
\]

(3.17)

Using the trigonometric form \( \cos (a - b) = \cos (a) \cos (b) + \sin (a) \sin (b) \), \( T_b \) can be written in the following more compact way

\[
T_b = T_2 \cos (\theta_2 - \theta_b) - T_1 \cos (\theta_1 - \theta_b).
\]

(3.18)

The inputs of vector \( F \) can now be defined. The first entry of \( F \) corresponds to the sum of the forces of both vehicles in the \( x \) direction and its second entry corresponds to the sum of the forces of both vehicles in the \( z \) direction. The third and fourth entries of \( F \) correspond to the pitching moment of each vehicle and, finally, its last entry corresponds to \( T_b \).

In short, \( F \) is given by

\[
F = \begin{bmatrix} -T_1 \sin(\theta_1) - T_2 \sin(\theta_2) & T_1 \cos(\theta_1) + T_2 \cos(\theta_2) & \tau_1 & \tau_2 & T_2 \cos(\theta_2 - \theta_b) - T_1 \cos(\theta_1 - \theta_b) \end{bmatrix}^T.
\]
Finally, the Euler-Lagrange equation is the following

\[
\frac{\partial}{\partial t} \left( \frac{\partial L}{\partial \dot{q}} \right) - \frac{\partial L}{\partial q} = \begin{bmatrix} -T_1 \sin(\theta_1) - T_2 \sin(\theta_2) \\ T_1 \cos(\theta_1) + T_2 \cos(\theta_2) \\ \tau_1 \\ \tau_2 \\ T_2 \cos(\theta_2 - \theta_b) - T_1 \cos(\theta_1 - \theta_b) \end{bmatrix},
\]

(3.19)

**System dynamics**

The equations of motion of the system derived from (3.19) are given by

\[
\begin{align*}
I_1 \ddot{\theta}_1 &= \tau_1, \\
I_2 \ddot{\theta}_2 &= \tau_2, \\
(I_b + m \frac{c^2}{2}) \ddot{\theta}_b &= T_2 \cos(\theta_2 - \theta_b) - T_1 \cos(\theta_1 - \theta_b), \\
(2m + m_b) \ddot{x}_b &= -T_1 \sin \theta_1 - T_2 \sin \theta_2, \\
(2m + m_b) \ddot{z}_b + (2m + m_b) g &= T_1 \cos \theta_1 + T_2 \cos \theta_2.
\end{align*}
\]

(3.20)

The dynamics of the bi-rotor bar system can be written in the following more compact form

\[
\begin{align*}
\ddot{\theta}_1 &= \frac{\tau_1}{I_1}, \\
\ddot{\theta}_2 &= \frac{\tau_2}{I_2}, \\
\ddot{\theta}_b &= \frac{T_2 \cos(\theta_2 - \theta_b) - T_1 \cos(\theta_1 - \theta_b)}{I_b + m \frac{c^2}{2}}, \\
\begin{bmatrix} \ddot{x}_b \\ \ddot{z}_b \end{bmatrix} &= \begin{bmatrix} 0 \\ -2m + m_b \end{bmatrix} + R(\theta_1) \begin{bmatrix} 0 \\ 0 \end{bmatrix} + R(\theta_2) \begin{bmatrix} 0 \\ 0 \end{bmatrix},
\end{align*}
\]

(3.21)

where \( R(\theta_1) \) and \( R(\theta_2) \) represent the following rotation matrices

\[
R(\theta_1) = \begin{bmatrix} \cos(\theta_1) & -\sin(\theta_1) \\ \sin(\theta_1) & \cos(\theta_1) \end{bmatrix}, \quad R(\theta_2) = \begin{bmatrix} \cos(\theta_2) & -\sin(\theta_2) \\ \sin(\theta_2) & \cos(\theta_2) \end{bmatrix}.
\]

(3.22)
3.3 Quadcopter model

A quadcopter is a three-dimensional drone with four rotors. The model of the quadcopter is defined as a rigid body with four degrees of freedom (DOF) in free flight: three DOF with respect to attitude and one DOF with respect to the total thrust force applied to the vehicle.

The position and orientation of a quadcopter are described through two coordinate frames: an inertial frame, \( \{I\} \), which is fixed to the Earth, and a body frame, \( \{B\} \), which is fixed to the center of mass of the UAV, both represented in Fig. 3.7. In \( \{I\} \), the unit vectors \( \{e_1, e_2, e_3\} \) match the \( x, y \) and \( z \) axes, respectively.

![Figure 3.7: Coordinate systems and the forces and moments generated by the quadrotor rotors.](image)

**Kinematics**

The position and velocity of the quadcopter is denoted in the inertial frame by

\[
p^I = p = \begin{bmatrix} x \\ y \\ z \end{bmatrix}^T, \\
\dot{p} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix}^T.
\]

The vehicle orientation is described by its angles of rotation, the \( Z - Y - X \) Euler angles, and are given by

\[
\Theta = \begin{bmatrix} \phi \\ \theta \\ \psi \end{bmatrix}^T,
\]

which correspond to roll, pitch and yaw rotations, respectively [5]. The transformation from the body frame to the inertial frame is given by three consecutive rotations around the three defined axes, using the \( Z - Y - X \) Euler angles convention. The rotation matrix between the body frame and the inertial
frame is defined, through the referred rotations.

\[ R_B^I = R_z(\psi)R_y(\theta)R_x(\phi) = \]

\[
\begin{bmatrix}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi & \cos \phi
\end{bmatrix}
\]

\[ (3.23) \]

\[
= \begin{bmatrix}
\cos \psi \cos \theta & \cos \psi \sin \theta \sin \phi & \cos \psi \sin \theta \cos \phi + \sin \psi \sin \phi \\
\sin \psi \cos \theta & \sin \psi \sin \theta \sin \phi + \cos \psi \cos \phi & \sin \psi \sin \theta \cos \phi - \cos \psi \sin \phi \\
-\sin \theta & \cos \theta \sin \phi & \cos \theta \cos \phi
\end{bmatrix}
\]

It is relevant to note that the linear velocities of the quadcopter, given by

\[ \dot{\rho} = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix}^T, \]

can also be transformed, in order to be expressed in the body reference, as follows

\[ v^B = \begin{bmatrix} v_x \\ v_y \\ v_z \end{bmatrix}^T. \]

This transformation can be synthesized through the following equation

\[ v^B = (R_B^I)^T \dot{\rho}. \]

Similarly, the angular velocities of the quadcopter expressed in \( \{I\} \), given by

\[ \dot{\Theta} = \begin{bmatrix} \dot{\phi} \\ \dot{\theta} \\ \dot{\psi} \end{bmatrix}^T, \]

can be expressed in \( \{B\} \), resulting in the following angular velocities

\[ w^B = \begin{bmatrix} w_x \\ w_y \\ w_z \end{bmatrix}^T. \]

This transformation can be written in a compact form, given by

\[ w^B = \begin{bmatrix} 1 & 0 & -\sin \theta \\ 0 & \cos \theta & \sin \phi \cos \theta \\ 0 & -\sin \phi & \cos \phi \cos \theta \end{bmatrix} \dot{\Theta}. \]

\[ (3.25) \]
In short, the Translational kinematics of the quadcopter are the inverse form of (3.24) and are given by
\[ \dot{p} = R_{B}^{I}v^{B}. \]  (3.26)

Additionally, the Rotational kinematics of this vehicle are the inverse form of (3.25) and are the following
\[ \dot{\Theta} = \begin{bmatrix}
1 & \sin \phi \tan \theta & \cos \phi \tan \theta \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \frac{\phi}{\cos \theta} & \cos \frac{\phi}{\cos \theta}
\end{bmatrix} w^{B}. \]  (3.27)

**Actuation**

Fig. 3.7 shows the four forces \((F_{1}, F_{2}, F_{3} \text{ and } F_{4})\) that are generated by each of the vehicle rotors. The total force exerted on the vehicle, \(T\), and the rolling, \(\tau_x\), pitching, \(\tau_y\) and yawning, \(\tau_z\) moments, are defined taking into account these forces, as follows
\[ T = \sum_{i=1}^{4} F_i = F_1 + F_2 + F_3 + F_4, \]
\[ \tau^{B} = \begin{bmatrix}
\tau_x \\
\tau_y \\
\tau_{z}
\end{bmatrix} = \begin{bmatrix}
d(F_2 - F_3) \\
d(F_1 - F_3) \\
c(F_1 + F_3 - F_2 - F_4)
\end{bmatrix}, \]  (3.28)

where \(d\) is the distance between each rotor and center of mass of the vehicle and \(c\) is a constant coefficient for the induced torque of the motor [4]. Eq.(3.28) can be rewritten in matrix form as follows
\[ \begin{bmatrix}
T \\
\tau_x \\
\tau_y \\
\tau_z
\end{bmatrix} = \begin{bmatrix}
1 & 1 & 1 & 1 \\
0 & d & -d & 0 \\
d & 0 & -d & 0 \\
c & -c & c & -c
\end{bmatrix} \begin{bmatrix}
F_1 \\
F_2 \\
F_3 \\
F_4
\end{bmatrix}. \]  (3.29)

**Quadcopter dynamics**

After defining the total force exerted on the vehicle and the torques generated by the quadcopter rotors, the rotational dynamics of the quadcopter can now be defined. The rotational dynamics of the quadcopter are expressed in \(\{B\}\) and are given by
\[ I \dot{w}^{B} = -w^{B} \times I w^{B} + \tau^{B}, \]  (3.30)
where the inertial matrix, $I$, is defined as follows

$$I = \begin{bmatrix} I_{xx} & 0 & 0 \\ 0 & I_{yy} & 0 \\ 0 & 0 & I_{zz} \end{bmatrix}.$$  

The terms $I_{xx}$, $I_{yy}$ and $I_{zz}$ are called inertia products and are defined later in chapter 6, where the control strategy for this system is carried out.

The rotational equation of motion defined in (3.30), can be written in more detail, as follows

$$\begin{bmatrix} I_{xx}\dot{w}_x \\ I_{yy}\dot{w}_y \\ I_{zz}\dot{w}_z \end{bmatrix} = \begin{bmatrix} \tau_x \\ \tau_y \\ \tau_z \end{bmatrix} + \begin{bmatrix} w_yw_z(I_{yy} - I_{zz}) \\ w_zw_x(I_{zz} - I_{xx}) \\ w_xw_y(I_{xx} - I_{yy}) \end{bmatrix}. \quad (3.31)$$

Thus, the vector of angular velocities defined in the body reference is then given by

$$\dot{w}^B = I^{-1}(\tau^B - w \times (Iw)) = \begin{bmatrix} \dot{w}_x \\ \dot{w}_y \\ \dot{w}_z \end{bmatrix} = \begin{bmatrix} \tau_x I^{-1}_{xx} \\ \tau_y I^{-1}_{yy} \\ \tau_z I^{-1}_{zz} \end{bmatrix} + \begin{bmatrix} w_yw_z(I_{yy} - I_{zz}) \\ w_zw_x(I_{zz} - I_{xx}) \\ w_xw_y(I_{xx} - I_{yy}) \end{bmatrix}. \quad (3.32)$$

The translational dynamics of the quadcopter are now defined. The translational dynamics of the quadcopter are expressed in $\{I\}$, and are given by

$$m\ddot{p} = -mg e_3 + TR_B e_3, \quad (3.33)$$

where $m$ is the mass of the quadcopter and $g$ is the force of gravity.

Together, Equations (3.30) and (3.33) completely characterize the movement of this vehicle, as follows

$$I\dot{w}^B = -w^B \times Iw^B + \tau^B, \quad (3.34)$$

$$m\ddot{p} = -mg e_3 + TR_B e_3.$$
Thus, the state space model is given by

\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \\
-g
\end{pmatrix} + \frac{1}{m} \begin{pmatrix} \cos \psi \sin \theta \cos \phi + \sin \psi \sin \phi \\
\sin \psi \sin \theta \cos \phi - \cos \psi \sin \phi \\
\cos \theta \cos \phi
\end{pmatrix} T
\]

\[
\begin{pmatrix}
\ddot{w}_x \\
\ddot{w}_y \\
\ddot{w}_z
\end{pmatrix} = \begin{pmatrix} \frac{1}{I_{xx}} & 0 & 0 \\
0 & \frac{1}{I_{yy}} & 0 \\
0 & 0 & \frac{1}{I_{zz}}
\end{pmatrix} \begin{pmatrix} \tau_x \\
\tau_y \\
\tau_z
\end{pmatrix} + \begin{pmatrix} w_y w_z \frac{I_{yy} - I_{zz}}{I_{xx}} \\
w_z w_x \frac{I_{zz} - I_{xx}}{I_{yy}} \\
w_x w_y \frac{I_{xx} - I_{yy}}{I_{zz}}
\end{pmatrix}
\]

(3.35)
3.4 Quadcopter bar model

Consider a situation in which two quadcopters, with masses $m_1$ and $m_2$, carry a bar of length $l$ and of negligible width and height, through spherical joints that allow both vehicles to rotate. That is, the configuration allows both drones to move with freedom of movement.

In Fig. 3.8, a top view of the system is shown, where the references adopted for this problem are represented. The chosen frames are the inertial frame, $\{I\}$, the body frame of each of the drones, $\{B_i\}$ ($i = 1, 2$), and the body frame of the bar, $\{O\}$.

![Figure 3.8: System of two quadcopters carrying a bar - top-view.](image)

**Kinematics**

The positions of the three rigid bodies are given in the inertial frame, respectively, by

\[
\begin{align*}
  p_{D_1} &= \begin{bmatrix} x_1 \\ y_1 \\ z_1 \end{bmatrix}, \\
  p_{D_2} &= \begin{bmatrix} x_2 \\ y_2 \\ z_2 \end{bmatrix}, \\
  p_{\text{bar}} &= \begin{bmatrix} x_b \\ y_b \\ z_b \end{bmatrix}.
\end{align*}
\]

In this problem, the system moves strictly at $z = 0$ and only its movement in the $xy$-plane is analyzed. Thus, the rotation angles considered for each body are $\Theta_1 = \begin{bmatrix} \phi_1 & \theta_1 & \psi_1 \end{bmatrix}^T$, $\Theta_2 = \begin{bmatrix} \phi_2 & \theta_2 & \psi_2 \end{bmatrix}^T$, and $\psi_b$. Fig. 3.9 shows the $Z$ rotation of the three rigid bodies.
In order to define the dynamics of the system, the rotation matrix $R_{BO}^O$, which describes the rotation between $\{B\}$ and $\{O\}$, must be described. For this purpose, it is required to first define the rotation matrix, $R_{IO}^I$, which defines the rotation between the body frame of the bar and the inertial frame. Hence, $R_{IO}^I$ is defined considering the $Z$ rotation of the Euler angles, and its definition is given by

$$R_{IO}^I = \begin{bmatrix} \cos \psi_b & -\sin \psi_b & 0 \\ \sin \psi_b & \cos \psi_b & 0 \\ 0 & 0 & 1 \end{bmatrix}. \quad (3.37)$$

For the sake of simplicity of calculations, a generic body frame, $\{B\}$, is considered. Considering the definition of $R_{IB}^I$ in eq.(3.23), $R_{OB}^O$ is now defined, as follows

$$R_{OB}^O = (R_{IO}^I)^T R_{IB}^I = R_c(\psi - \psi_b)R_y(\theta)R_x(\phi) = \begin{bmatrix} \cos(\psi_b - \psi) \cos \theta & \sin(\psi_b - \psi) \cos \phi + \cos(\psi_b - \psi) \sin \theta \sin \phi & -\sin(\psi_b - \psi) \sin \phi + \cos(\psi_b - \psi) \sin \theta \cos \phi \\ -\sin \theta & \cos \theta \sin \phi & \cos \theta \cos \phi \\ \sin(\psi - \psi_b) \cos \phi & \cos(\psi - \psi_b) \cos \phi + \sin(\psi - \psi_b) \sin \theta \sin \phi & -\cos(\psi - \psi_b) \sin \phi + \sin(\psi - \psi_b) \sin \theta \cos \phi \end{bmatrix}. \quad (3.38)$$

**Translational dynamics of the system**

In this problem, it is assumed that the center of mass of this system coincides with the center of mass of the bar. The bar is considered to be a rigid body, as are both vehicles. Therefore, the translational dynamics of the system are similar to the translational dynamics of the bar, except for the mass and moments of inertia considered. Thus, by analogy with the dynamics of the quadcopters, the dynamics of the system are defined, as follows

$$m_{sys}\ddot{p}_b^I = -m_{sys}g e_3 + T_O, \quad (3.39)$$
where \( m_{sys} = m_1 + m_2 + m_b \) corresponds to the total mass of the system.

Additionally, \( T_O \) is the total force applied by the vehicles on the bar and is given by

\[
T_O = R_{B_1}^I \begin{bmatrix} 0 \\ 0 \\ T_1 \end{bmatrix} + R_{B_2}^I \begin{bmatrix} 0 \\ 0 \\ T_2 \end{bmatrix}
= \begin{bmatrix} (\cos \psi_1 \sin \theta_1 \cos \phi_1 + \sin \psi_1 \sin \phi_1)T_1 \\ (\sin \psi_1 \sin \theta_1 \cos \phi_1 - \cos \psi_1 \sin \phi_1)T_1 \\ \cos \theta_1 \cos \phi_1 T_1 \end{bmatrix} + \begin{bmatrix} (\cos \psi_2 \sin \theta_2 \cos \phi_2 + \sin \psi_2 \sin \phi_2)T_2 \\ (\sin \psi_2 \sin \theta_2 \cos \phi_2 - \cos \psi_2 \sin \phi_2)T_2 \\ \cos \theta_2 \cos \phi_2 T_2 \end{bmatrix}.
\]

\[ (3.40) \]

Rotational dynamics of the system

Each rigid body has a rotational dynamics that describes its rotation, whose equations are defined in a similar way and are given by

\[
\begin{align*}
I_{w_{B_1}} &= -w_{B_1} \times I_{w_{B_1}} + \tau_{B_1}, \\
I_{w_{B_2}} &= -w_{B_2} \times I_{w_{B_2}} + \tau_{B_2}, \\
I_{w_{sys}} &= -w_{O} \times I_{w_{sys}} + \tau_{O},
\end{align*}
\]

where \( I_{sys} \) corresponds to the moment of inertia of the system and \( I \) corresponds to the moments of inertia of both UAVs. Both moments of inertia are defined in the following section. \( \tau_{B_1} \) and \( \tau_{B_2} \) correspond to the torque exerted on each vehicle and \( \tau_{O} \) is the total torque applied by the vehicles on the bar and is defined as follows

\[
\tau_{O} = \begin{bmatrix} L \\ 0 \\ 0 \end{bmatrix} \times R_{B_1}^O - \begin{bmatrix} L \\ 0 \\ 0 \end{bmatrix} \times R_{B_2}^O = \begin{bmatrix} 0 \\ -L \cos \theta_1 \cos \phi_1 T_1 + L \cos \theta_2 \cos \phi_2 T_2 \\ (-\cos(\psi_b - \psi_1) \sin \phi_1 + \sin(\psi_1 - \psi_b) \sin \theta_1 \cos \phi_1)T_1 L + (\cos(\psi_b - \psi_2) \sin \phi_2 + \sin(\psi_2 - \psi_b) \sin \theta_2 \cos \phi) T_2 L \end{bmatrix}.
\]

\[ (3.42) \]

System moment of inertia

Table 3.2 shows the values of the parameters considered for this problem. The values of the quadcopter moments of inertia are chosen taking into account the article [8], where experiments were carried out to reach these values.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1, m_2$</td>
<td>1.12 kg</td>
</tr>
<tr>
<td>$m_b$</td>
<td>0.5 kg</td>
</tr>
<tr>
<td>$I_{xx_1}, I_{xx_2}$</td>
<td>0.0119 kg.m$^2$</td>
</tr>
<tr>
<td>$I_{yy_1}, I_{yy_2}$</td>
<td>0.0119 kg.m$^2$</td>
</tr>
<tr>
<td>$I_{zz_1}, I_{zz_2}$</td>
<td>0.0223 kg.m$^2$</td>
</tr>
</tbody>
</table>

Table 3.2: System parameters for simulation.

The moment of inertia of the bar is calculated analytically and is given by

$$I_{xx_b} = \frac{1}{12} m_b (h^2 + w^2) = 0,$$
$$I_{yy_b} = \frac{1}{12} m_b (l^2 + h^2) = \frac{1}{12} m_b l^2,$$
$$I_{zz_b} = \frac{1}{12} m_b (l^2 + w^2) = \frac{1}{12} m_b l^2,$$

where $l$ corresponds to the length of the bar and $w$ and $h$ are, respectively, the width and height of the bar which in this problem are assumed to be negligible ($w = h = 0$).

The moment of inertia of the total system is defined considering the quadcopters as rigid bodies 1 and 2 and the bar as the third rigid body, whose coordinates are defined in relation to the center of mass of the system, as follows

$$body_1 = (\frac{c}{2} \cos \phi_1, \frac{c}{2} \sin \phi_1, 0)$$
$$body_2 = (-\frac{c}{2} \cos \phi_1, -\frac{c}{2} \sin \phi_1, 0)$$
$$body_3 = (0, 0, 0)$$

The moment of inertia of the total system is calculated taking into account the definition of the moment of inertia of a rigid composite system, which corresponds to the sum of the moments of inertia of its component subsystems. Thus, the moment of inertia of the total system is defined as follows

$$I_X = \sum_{i=1}^{3} (I_{xx_i} + m_i (\bar{y}_i^2 + \bar{z}_i^2)),$$
$$I_Y = \sum_{i=1}^{3} (I_{yy_i} + m_i (\bar{x}_i^2 + \bar{z}_i^2)),$$
$$I_Z = \sum_{i=1}^{3} (I_{zz_i} + m_i (\bar{y}_i^2 + \bar{x}_i^2)),$$

where

$$\bar{x}_i = x_i - \bar{X},$$
$$\bar{y}_i = y_i - \bar{Y},$$
$$\bar{z}_i = z_i - \bar{Z},$$
and

\[ \bar{X} = \frac{\sum_{i=1}^{3} x_i m_i}{\sum_{i=1}^{3} m_i}, \]
\[ \bar{Y} = \frac{\sum_{i=1}^{3} y_i m_i}{\sum_{i=1}^{3} m_i}, \]
\[ \bar{Z} = \frac{\sum_{i=1}^{3} z_i m_i}{\sum_{i=1}^{3} m_i}. \]

**System dynamics**

In short, the total dynamics of the system are composed of the equations (3.39) and (3.41), and are given by

\[ \ddot{p}_b = -g e_3 + \frac{T_O}{m_{sys}}, \]
\[ I \dot{w}_{B_1} = -w_{B_1} \times I w_{B_1} + \tau^{B_1}, \]
\[ I \dot{w}_{B_2} = -w_{B_2} \times I w_{B_2} + \tau^{B_2}, \]
\[ I_{sys} \dot{w}^O = -w^O \times I_{sys} w^O + \tau^O. \]
Chapter 4

Experimental setup

The previous chapter dealt with system modeling, considering different aspects of system design. This chapter aims to show the resources used to implement the control of the two multi-drones systems presented in this work.

4.1 Software

The nonlinear predictive controller developed in this work was implemented using MATLAB (ver. R2018a) and some of its built-in functions, such as the optimization Toolbox fmincon function and solver ode45, analyzed below.

4.1.1 Fmincon Solver

Matlab has several solvers that can be used to solve certain optimization problems, based on its characteristics. In the context of this work, the chosen solver was fmincon, because, when initial conditions and the solver options are properly chosen, it can find the local minimum value of a nonlinear multivariable function taking into account constraints to the problem, whether linear or nonlinear.

Thus, fmincon finds the minimum value of functions with the following form [21]

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad c(x) \leq 0, \\
& \quad ceq(x) = 0 \\
& \quad A \cdot x \leq b, \\
& \quad Aeq \cdot x = Beq, \\
& \quad lb \leq x \leq ub,
\end{align*}
\]  

(4.1)

where \( x \) corresponds to the optimization variables (scalar or vector), \( f(x) \) corresponds to the cost func-
tion to be minimized, which is constructed taking these variables into account and \( lb \) and \( ub \) correspond, respectively, to the lower and upper bounds of \( x \).

As for the restrictions, these can be linear or non-linear. \( Aeq \cdot x = Beq \) and \( A \cdot x \leq b \) represent, respectively, the linear equalities and linear inequalities and the first two constraints present in (4.1), represent the non-linear equalities and nonlinear inequalities of the optimization problem.

In terms of the actual implementation of fmincon in MATLAB, the solver has the following syntax, where options can be specified for its optimization

\[
x = \text{fmincon} \left( \text{fun}, x0, A, b, Aeq, beq, lb, ub, \text{nonlcon}, \text{options} \right)
\]

\[
\text{options} = \text{optimoptions} \left( \text{'fmincon'}, \text{'Algorithm'}, \text{'sqp'}, \text{'TolFun'}, 0.001, \text{'MaxIter'}, 10000, \text{'MaxFunEvals'}, 10000 \right);
\]

To carry out its implementation, the solver has five algorithm options:

1. interior-point (default)
2. trust-region-reflective
3. sqp
4. sqp-legacy
5. active-set

For the development of the NMPC controller considered in this work, the sequential quadratic programming (sqp) algorithm was considered since it is a class of algorithms that can handle any degree of non-linearity, proving to be adequate when implementing the controller, resulting in a feasible solution. However, depending on the optimization problem at hand and its implementation, another algorithm could have been considered.

In this context, fmincon works as follows: based on the sequential quadratic programming algorithm and given an initial starting point, the solver outputs a local optimum solution vector for the problem.

Note that, to use this solver, the following situations must be taken into account

1. The optimization problem must be convex.
2. Fmincon is a local solver, which means that this general minimization solver follows gradient descent and so it can get "trapped" in a local minimum value that is not necessarily the optimal one.
3. Fmincon requires a high speed processor in order to return a timely solution to complex problems like the one presented in this work.
4.1.2 Solver ode45

Allied to fmincon, the solver ode45 is considered in order to formulate the system model, which considers differential equations. In the following two chapters, in the optimization problems considered, the cost function is defined in discrete time and the system constraints (corresponding to the system dynamics) are defined in continuous time since the use of this solver eliminates the need to discretize the system dynamics equations.

Thus, ode45 solves system of differential equations of the form

$$y' = f(t, y),$$

where $y$ corresponds to the optimization variables vector and $t$ corresponds to a time vector. Additionally, this solver has the following syntax [22]

$$[t, y] = \text{ode45}(\text{odefun}, \text{tspan}, y0)$$

where $\text{odefun}$ corresponds to the function to be solved, $\text{tspan}$ corresponds to the time interval in which the integration of the system is done and $y0$ corresponds to the vector of initial conditions.
Chapter 5

Control of the bi-rotors bar system

After modeling the system consisting of two bi-rotors and a bar in chapter 3, this chapter focuses on the next step: the problem of control design. In this chapter, the control problem is defined and simulations are presented in order to discuss the robustness of the developed controller.

System dynamics

The dynamics obtained for this system, previously defined in chapter 3, are given by

\[
\begin{align*}
\ddot{\theta}_1 &= \frac{\tau_1}{J_1}, \\
\ddot{\theta}_2 &= \frac{\tau_2}{J_2}, \\
\ddot{\theta}_b &= \frac{T_2 \cos(\theta_2 - \theta_b) - T_1 \cos(\theta_1 - \theta_b)}{J_b + m_c^2}, \\
(2m + m_b) \begin{bmatrix} \ddot{x}_b \\ \ddot{z}_b \end{bmatrix} &= \begin{bmatrix} 0 \\ -(2m + m_b)g \end{bmatrix} + R(\theta_1) \begin{bmatrix} 0 \\ T_1 \end{bmatrix} + R(\theta_2) \begin{bmatrix} 0 \\ T_2 \end{bmatrix}.
\end{align*}
\]

(5.1)

Optimization variables

Through the equations of the movement of the system, 4 control inputs and 10 states are identified, that completely describe the dynamics of this system, and are the following

\[
U = \begin{bmatrix} T_1 & T_2 & \tau_1 & \tau_2 \end{bmatrix}^T,
\]

(5.2)

\[
X = \begin{bmatrix} x_b & y_b & \theta_b & \hat{\theta}_1 & \hat{\theta}_2 & \dot{x}_b & \dot{z}_b & \dot{\theta}_b & \dot{\theta}_1 & \dot{\theta}_2 \end{bmatrix}^T.
\]

(5.3)

Reference trajectory

In this problem, the center of mass of the system coincides with the center of mass of the bar. That is, the reference to the final position of the system is applied as a reference to the final position of the bar.
Thus, the setpoint vector for the states, $X^*$, takes into account the objective of the system to reach a given final position $(x_b, z_b)=(x_b^*, z_b^*)$, without velocity. That is, with linear velocities equal to $\dot{x}_b = \dot{z}_b = 0$, as well as angular velocities equal to $\dot{\theta}_b = \dot{\theta}_1 = \dot{\theta}_2 = 0$. It is also wanted that the system finishes the trajectory in balance, maintaining an angle of $0^\circ$.

Other objectives considered are that the vehicles reach the final position hovering. For this purpose, the total thrust force exerted on each vehicle must be equal to the force of gravity ($g = 10 \, m/s^2$). It is also wanted that the forces generated by the rotors of each bi-rotor are of equal intensity. Thus, a null reference is applied to the pitching moments, $\tau_1$ and $\tau_2$. Note that, equating (3.10) to 0, it is proved that $F_1 = F_2$ and $F_3 = F_4$.

In summary, the setpoint vectors for $X$ and $U$ are as follows

$$
X^* = \begin{bmatrix}
x_b^* \\
z_b^* \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix},
$$

(5.4)

$$
U^* = \begin{bmatrix}
10 \\
10 \\
0 \\
0
\end{bmatrix}.
$$

Cost function

The cost function must be formulated in such a way that its minimization defined in the optimization problem results in a satisfaction of the control objectives. In this example, the control objectives are system stabilization and trajectory optimization. The quadratic function is a widely used choice in optimal control problems and, in this example, it is a choice that is suitable because its minimization leads to an optimal global solution, under certain premises, such as considering an unconstrained linear system. This function is defined by quadratically weighing the distance between the states and the control inputs and the previously defined setpoint vectors.

For this problem, the cost function is then given by

$$
J = \sum_{i=1}^{H} [(X(k+i) - X^*(k+i))^T Q (X(k+i) - X^*(k+i)) + (U(k+i) - U^*(k+i))^T R_Q (U(k+i) - U^*(k+i))],
$$

(5.5)

where $Q$ and $R_Q$ correspond, respectively, to the weight factors that are applied to the states and to the control inputs.

Optimization problem

The optimization problem defined refers to a situation in which the maneuver is a diagonal trajectory. However, for the other type of maneuver that will be seen ahead, the reference to the final position is adjusted.

Adopting a model predictive control approach, at each iteration step $k$, a finite horizon optimization problem with horizon $H$ is solved and the first element of the optimal control input is applied. Considering the desired trajectory $X^*$ and the corresponding input $U^*$, the optimization problem for each iteration is now defined.
minimize \( J \)

subject to

\[
\begin{align*}
\ddot{\theta}_1 &= \frac{\tau_1}{J_1}, \\
\ddot{\theta}_2 &= \frac{\tau_2}{J_2}, \\
\ddot{\theta}_b &= \frac{T_2 \cos(\theta_2 - \theta_b) - T_1 \cos(\theta_1 - \theta_b)}{J_b + m_b \frac{g}{2}}, \\
\ddot{x}_b &= -\frac{T_1 \sin \theta_1 - T_2 \sin \theta_2}{2m + m_b}, \\
\ddot{z}_b &= -g + \frac{T_1 \cos \theta_1 + T_2 \cos \theta_2}{2m + m_b}.
\end{align*}
\]
Simulation Results

This section presents different simulation of maneuvers for the system. In the following simulations, the bar is represented by an orange line segment. The maneuvers carried out were chosen in order to vary the trajectory that the system performs and understand if its movement remains continuous and smooth.

Maneuver 1 - Upward diagonal

In this example, the maneuver to be performed by the system is an ascending diagonal. As can be seen, the system completes the maneuver and reaches the reference for the final position $(x_b, z_b) = (5, 5)$. However, the system does not always move in a continuous smooth manner. In fact, this situation is evidenced by the curved appearance at the beginning of the system trajectory whose behavior only changes ahead, when the system starts to adopt a direct forward motion.

![Figure 5.1: Upward diagonal maneuver for $H = 15$, $T_s = 0.2$.](image)

Maneuver 2 - Sinusoidal Curve

The second maneuver to be performed is a half a period of a sinusoidal curve. The system reveals a rigid behavior when changing direction. As can be seen, the initial curve to the left is not accentuated, compared to the curve that occurs later, to the right. Although the trajectory reference is the half period of the sinusoidal curve, in fact the result that occurs cannot be considered a sinusoidal curve because the behavior of the system is not smooth as it happens in a sine wave.
Maneuver 3 - Downward diagonal

The final maneuver to be performed is the descending diagonal. As in the case of an upward diagonal maneuver, the system assumes a non-smooth behavior at the beginning of the trajectory and roughly in the middle of the path, it starts to adopt a continuous smooth behavior by performing a direct diagonal trajectory.

Despite the system reaching the objectives of reference tracking, it was possible to conclude that it has a rigid behavior in the maneuvers performed. In order to make a more detailed analysis of the behavior of the controller developed for this system, in the next section an analysis of its performance is made.
Evaluation of system performance

In this section, the performance of the system is compared as a function of the following parameters: sampling time, $T_s$, and prediction horizon, $H$. The penalty for the control variables $T_1$ and $T_2$ is also considered. This penalization is carried out by varying a weight associated with these control inputs in the cost function, designated as weight $\beta$.

In order to evaluate the performance of the system, it is necessary to define evaluation measures. The first measure to be adopted is the cost, $J$, that quantifies the error between the values of the optimization variables and the defined setpoints. This value is presented in the form of a real number and, in most optimization problems, the goal is to minimize $J$.

Another measure considered is the root mean squared relative to the state vector, $\sigma_X$. $\sigma_X$ evaluates the deviation between the state vector, $X_i$, and the setpoint vector, $\hat{X}_i$, and is given by

$$\sigma_X = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \|X_i - \hat{X}_i\|^2},$$  \hspace{1cm} (5.7)

where $N$ is the total number of samples.

Finally, root mean square of the control vector, $\sigma_U$, is considered, which refers to the magnitude of the control vector. $\sigma_U$ is given by

$$\sigma_U = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \|U_i\|^2},$$  \hspace{1cm} (5.8)

where $U$ corresponds to the control vector.

It can now be concluded that the purpose of this section is to find the values for which the returned values of $J$ and $\sigma_X$ are minimal and also evaluate the value of $\sigma_U$ for each situation.
**Prediction Horizon** \( H \)

Figures 5.4 and 5.5 show the evolution of the system for different values of the prediction horizon, \( H \), and for \( T_s = 0.2 \), evaluated through the measures mentioned above.

By observing the simulation of \( J \) as a function of \( H \) and the values of \( J \) for the different values of \( H \) shown in Table 5.1, it is concluded that the minimum value of the cost function, is reached for \( H = 20 \). From \( H = 20 \), \( J \) takes higher values, which is undesirable.

Since these simulations are carried out in a limited time interval, the output variance is finite and it is thus possible to ascertain the value of \( H \) from which the system stabilizes. By analyzing the simulation of \( \sigma_X \) as a function of \( H \) and also the values presented in Table 5.1, it is possible to conclude that the system stabilizes from \( H = 15 \). In conclusion, in order for the system control to be satisfactory, for simulations whose sampling time is \( T_s = 0.2 \), a stabilizing value of \( H \) must be used, \((H \geq 15)\), considering that any \( H \) between \( H = 15 \) and \( H = 20 \) results in minimum values for \( J \).

![Figure 5.4](image.png)

Figure 5.4: Evolution of system performance through measures \( J \) and \( \sigma_X \) for different \( H \) and \( T_s = 0.2 \).

The root mean square of the control, \( \sigma_U \), allows measurements to be made in relation to the power spent in controlling the system. By observing Figure (5.5), it can be concluded that the minimum value of \( \sigma_U \) occurs for \( H = 20 \), which is a stabilizing prediction horizon value of the system and whose value corresponds to a minimum value of \( J \). It makes sense that the minimum value of \( \sigma_U \) occurs for \( H = 20 \) since the control objectives are represented in the cost function and, when \( J \) is minimum, all predefined requirements are met. In addition, a stabilized system will use less power than an unstable system.
Figure 5.5: Evolution of system performance through $\sigma_U$ for different $H$ for $T_s = 0.2$.

Table 5.1 shows the values of $J$ and $\sigma_X$ for different values of $H$, thus summarizing the conclusions drawn above.

<table>
<thead>
<tr>
<th></th>
<th>$H = 5$</th>
<th>$H = 10$</th>
<th>$H = 15$</th>
<th>$H = 20$</th>
<th>$H = 25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>561.9</td>
<td>168.5</td>
<td>110.2</td>
<td>107.6</td>
<td>116.8</td>
</tr>
<tr>
<td>$\sigma_X$</td>
<td>0.45</td>
<td>0.067</td>
<td>0.02</td>
<td>0.015</td>
<td>0.018</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of the values of $J$ and $\sigma_X$ for different values of $H$. 
Sampling time $T_s$

The performance of the system is now evaluated for different values of the sampling time, $T_s$ and for $H = 15$. In Figure 5.6, the simulations for $J$ and $\sigma_X$ as a function of the sampling time, $T_s$, are shown. Through the analysis of the simulation of $J$, it is concluded that the cost function reaches a minimum value for $T_s = 0.3$, taking from there always higher values. Note that the desirable value of $J$ is always the minimum value as it is when $J$ is minimum, the difference between the optimization variables and the desired reference trajectory is also minimal. In addition, in this situation, other control objectives considered in the function are achieved.

In this example it is also possible to ascertain the value of $H$ from which the system stabilizes since the simulations are carried out within a limited time interval, which results in a finite output variance. From the observation of $\sigma_X$ simulation, it is concluded that the system stabilizes from $T_s = 0.2$ up to $T_s = 0.4$. From $T_s = 0.4$, the error evaluated between the state vector, $Y$, and the setpoint vector, $\hat{X}$, increases significantly, which compromises the stability of the system.

Figure 5.6: Evolution of system performance through measures $J$ and $\sigma_X$ for different $T_s$ and $H = 15$.

Fig. 5.7 shows the simulation of $\sigma_U$ as a function of $T_s$. Once again, the minimum value of $\sigma_U$ coincides with the minimum value of $J$, which is coherent, since a minimum value of $J$ implies less power expenditure. Additionally, the minimum value of $\sigma_U$ also coincides with the minimum value of $\sigma_X$, which is also consistent since a stable system should use very little power.
In short, to achieve the final objective of satisfactorily controlling the system, a value of $T_s$ between $T_s = 0.2$ and $T_s = 0.4$ should be chosen for simulations for $H = 15$. Ideally, a value of $T_s = 0.3$ should be chosen in order to consider a minimum value of $J$ for the optimization problem considered.

Table 5.2 shows the values of $J$ and $\sigma_X$ for different values of $T_s$, which corroborate the conclusions drawn above.

<table>
<thead>
<tr>
<th>$T_s$</th>
<th>$J$</th>
<th>$\sigma_X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1263</td>
<td>0.2152</td>
</tr>
<tr>
<td>0.2</td>
<td>110.2</td>
<td>0.02</td>
</tr>
<tr>
<td>0.3</td>
<td>38.44</td>
<td>0.017</td>
</tr>
<tr>
<td>0.4</td>
<td>38.75</td>
<td>0.024</td>
</tr>
<tr>
<td>0.5</td>
<td>326.2</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 5.2: Comparison of the values of $J$ and $\sigma_X$ for different values of $T_s$.

It can now be concluded that the diagonal maneuvers (ascending and descending) carried out in the previous section would have had a more satisfactory result in terms of cost if the chosen value for $T_s$ was $T_s = 0.3$. However, the stability of the system would not improve significantly. For the second maneuver, it is not possible to draw such conclusions as the prediction horizon value considered is different from the one considered in this example.
Penalization of the control variables $T_1$ and $T_2$: weight $\beta$

Figures 5.8 and 5.9 show the performance of the system for different values of weight $\beta$, which is a variable penalty for the control variables $T_1$ and $T_2$. The increase in $\beta$ means that less value is given to these control inputs, compared to other optimization variables present in the cost function, which can compromise the control of the system depending on the magnitude of the penalty applied.

Through the analysis of the simulation of $J$ as a function of $\beta$, it can be concluded that the minimum value of $J$ is reached for $\beta = 1$. This conclusion is coherent since, in a situation where $\beta = 0$, the total thrust forces exerted on each drone are not considered, which is not representative of the system. That is, not considering half of the system control variables, naturally leads to a higher cost. On the other hand, in situations where $\beta > 1$, $T_1$ and $T_2$ are considered to be of little importance compared to other optimization variables present in the cost function.

In this example, it is also possible to ascertain the value of $H$ from which the system stabilizes. Observing the simulation of $\beta$ in function of $H$, it is concluded that although $\sigma_X$ takes practically the same value for $\beta = 0$ and for $\beta = 1$, the first case describes a situation in which the control variables $T_1$ and $T_2$ are not included in the cost function, which is not representative of the system. In addition, this situation occurs because $T_1$ and $T_2$ tend towards a value close to $0$ and, therefore, their exclusion from the function does not have a significant numerical value. However, it negatively impacts the stability of the system and results in a high $J$.

![Figure 5.8: Evolution of system performance through measures $J$ and $\sigma_X$ for different $\beta$ and for $H = 15$ and $T_s = 0.2$.](image)

Fig. 5.9 shows the simulation of $\sigma_U$ as a function of $H$. In this case, the minimum value of $\sigma_U$ coincides with a situation where $\beta = 2$. In this situation, the amplitude of these control variables is smaller and therefore there is less power consumption. From $\beta = 2$ on, $J$ and $\sigma_X$ increase, as well as the power consumption, which is reflected by a higher value of $\sigma_U$. 
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Figure 5.9: Evolution of system performance through measure $\sigma_U$ for different $\beta$ and for $H = 15$ and $T_s = 0.2$
Chapter 6

Control of the quadcopters bar system

This chapter addresses the control of two drones that cooperate with the objective of transporting a bar, which is an object that requires to be transported by more than one vehicle. In this chapter, the control problem is defined and simulations are presented in order assess the control strategy adopted for this system.

System dynamics

The dynamics obtained for this system, previously defined in chapter 3, are given by

\[
\ddot{p}_b = -g e_3 + \frac{T_O}{m_{sys}},
\]

\[
I \dot{w}^B_1 = -w^B_1 \times Iw^B_1 + \tau^B_1,
\]

\[
I \dot{w}^B_2 = -w^B_2 \times Iw^B_2 + \tau^B_2,
\]

\[
I_{sys} \dot{w}^O = -w^O \times I_{sys}w^O + \tau^O.
\]

Optimization variables

From the equations of system movement defined in (6.1), 20 states and 8 control inputs are identified, given by

\[
U = \begin{bmatrix} T_1 \tau_x_1 \tau_y_1 \tau_z_1 & T_2 \tau_x_2 \tau_y_2 \tau_z_2 \end{bmatrix}^T,
\]

\[
X_1 = \begin{bmatrix} \phi_1 \theta_1 \psi_1 w_{x_1} w_{y_1} w_{z_1} \end{bmatrix}^T,
\]

\[
X_2 = \begin{bmatrix} \phi_2 \theta_2 \psi_2 w_{x_2} w_{y_2} w_{z_2} \end{bmatrix}^T,
\]

\[
X_b = \begin{bmatrix} x_b y_b z_b \dot{x}_b \dot{y}_b \dot{z}_b \psi_b w_z \end{bmatrix}^T,
\]

\[
X = \begin{bmatrix} X_1 & X_2 & X_b \end{bmatrix}^T.
\]
Reference trajectory

In this problem, the center of mass of the system coincides with the center of mass of the bar. Thus, the reference for the final position of the system is applied to the position of the bar, whose final desired position is \((x_b, y_b, z_b) = (x_b^*, y_b^*, 0)\). Note that it is considered a null reference for \(z\) since the system moves only in the xy-plane, when \(z = 0\).

Regarding the references applied to the remaining states, it is wanted that the system ends the trajectory with zero linear and angular velocities. Additionally, it is desired that each of the three bodies assume an angle of \(0^\circ\), keeping the system in balance when the final position is reached.

Another of the considered objectives is that the vehicles reach the final position hovering. Therefore, the total force exerted on each vehicle must be equal to the force of gravity \((g = 10 \text{ m/s}^2)\). Additionally, a null reference is considered for the pitching moments generated by the rotors of each drone, in order to consider that each force generated by the rotors \((F_1, F_2, F_3\) and \(F_4)\) is of equal intensity (Equating \((3.28)\) to 0 results in \(F_1 = F_2 = F_3 = F_4\)).

In summary, the setpoint vectors for \(X\) and \(U\) are as follows

\[
X^* = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_b^* & y_b^* & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad (6.3)
U^* = \begin{bmatrix} 10 & 0 & 0 & 0 & 10 & 0 & 0 & 0 \end{bmatrix}.
\]

Cost function

The cost function must be a mathematical representation of the control objectives. In this example, the control objectives are system stabilization and trajectory optimization. Thus, it was considered appropriate to use a quadratic function for the cost function, where the deviation from the desired setpoints is measured. In this problem, the cost functions are given by

\[
J = \sum_{i=1}^{H} [(X(k+i) - X^*(k+i))^T Q (X(k+i) - X^*(k+i)) + (U(k+i) - U^*(k+i))^T R_Q (U(k+i) - U^*(k+i))].
\]

where \(Q\) and \(R_Q\) correspond, respectively, to the weight factors that are applied to the states and to the control inputs associated with both drones.

Optimization problem

The optimization problem defined takes into account a situation in which the maneuver to be carried out is simple: a rectilinear trajectory. For the other type of maneuver that will be seen ahead, the reference value for the final position \((x_b, y_b, 0)\), present in the vector \(X^*\), is adjusted.

Adopting a model predictive control approach, at each iteration step \(k\), a finite horizon optimization problem with horizon \(H\) is solved and the first element of the optimal control input is applied. Considering the desired trajectory \(X^*\) and the corresponding input \(U^*\), the optimization problem for each iteration is
now defined

\[ \begin{align*}
\text{minimize} & \quad J \\
\text{subject to} & \quad \dot{p}_b^I = -g e_3 + \frac{T_D}{m_{sys}}, \\
& \quad I_1 w^{B_1} = -w^{B_1} \times I_1 w^{B_1} + x^{B_1}, \\
& \quad I_2 w^{B_2} = -w^{B_2} \times I_2 w^{B_2} + x^{B_2}, \\
& \quad I_{sys} \dot{w}^O = -w^O \times I_{sys} w^O + \tau^O.
\end{align*} \]

(6.5)

**Simulation Results**

Note that the positions of the two quadcopters, \( p_{D1}^I \) and \( p_{D2}^I \) seen in the \( XY \) frame, can be defined through the bar generalized coordinates, \( x_b, y_b \) and \( \psi_b \), as follows

\[ \begin{align*}
x_1 & = x_b - \frac{c}{2} \cos(\psi_b), \\
x_2 & = x_b + \frac{c}{2} \cos(\psi_b), \\
y_1 & = y_b - \frac{c}{2} \sin(\psi_b), \\
y_2 & = y_b + \frac{c}{2} \sin(\psi_b).
\end{align*} \]

(6.6)

Thus, it is possible to represent not only the trajectory of the bar, but also the trajectories of both vehicles. The figures below show the simulations corresponding to three different trajectories, where the bar is represented by an orange line segment.

**Maneuver 1 - Rectilinear trajectory**

In this example, the final position is \((x_b, y_b) = (0.5, 5)\) and therefore the movement to be carried out is a straight upward movement. This is a simple movement and for this reason it was successfully executed by the system, whose trajectory is as direct as possible.
Maneuver 2 - Circular path

In the examples from Figure 6.2 to Figure 6.4, a circular reference trajectory is considered, for different initial conditions. It is noticeable that in the first example the system successfully follows the defined reference. However, in the examples that follow, where the initial condition of the system takes a value that is located inside or outside the circle, the system initially does not follow the reference closely and takes time until it starts to draw a circular path.

Figure 6.2: Circular path for $H = 12, T_s = 0.2$ and $x(0) = \begin{bmatrix} 0.1 \cos(0.01\pi) & 0.1 \sin(0.01\pi) & 0 \end{bmatrix}^T$. 

Figure 6.1: Rectilinear trajectory for $H = 7, T_s = 0.2$. 

(a) Bar trajectory 

(b) System trajectory
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Figure 6.3: System Trajectory for $H = 12, T_s = 0.2$ and $x(0) = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T$.

Figure 6.4: System Trajectory for $H = 12, T_s = 0.2$ and $x(0) = \begin{bmatrix} 0.1 & 0.1 & 0 \end{bmatrix}^T$. 
Chapter 7

Drone replacement strategy

The benefit of addressing the problem of the drone autonomy is that the transport task performed through the cooperation of vehicles does not have to be interrupted if one of the drones has reached its maximum energy consumption and is unable to continue. Thus, if necessary, the replacement of drones can occur during the mission and the task can be carried out continuously until the end. Note that the solution to this problem takes into account the replacement of UAVs and not batteries, since the latter situation would force the multi-drone system to stop.

![Drone state machine during a mission](Adapted from [9]).

The diagram shown in Fig. 7.1, depicts a situation in which a UAV intervenes in the transport mission in order to replace one of its peers who does not have enough autonomy to continue the task. In this context, consider an initial situation in which the drone that is waiting to intervene is at a base station with its battery fully charged.

It is assumed that the drones participating in the transport mission are replaced one at a time. That is, of the drones that carry out the mission, there are never two or more vehicles that enter a low energy state at the same time. Additionally, while the replacement vehicle is charging, it is assumed that all
drones that are carrying out the assigned task, have autonomy to continue the mission.

The replacement drone goes through the following states

1. **Standby** - The replacement drone is waiting for a replacement request to appear, with its battery charged, at the base station.

2. **Preparation for replacement** - It is assumed that the drone that is waiting to intervene, automatically enters this state when the energy threshold of any of the drones participating in the mission is reached. The drone that will do the replacement is ready to position itself. Therefore, it approaches the formation assuming the position of the vehicle to be replaced.

3. **Mission** - At this state, the mission is being carried out. The replacement drone took the position of the drone to be replaced and the drone to be replaced has returned to the base station.

4. **Charging** - In this state, the replacement vehicle is charging at the station.
Energy consumption model

In order to optimize the vehicle replacement process, it is necessary to efficiently manage the energy of each vehicle. For that purpose, this section addresses the problem of minimizing energy consumption of drones.

The energy model resembles an integrator since the battery of each drone is charged at the charging stations and discharged when the vehicle is in motion. Table 7.1 shows the values of the parameters used in the simulations present in this section.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass of drone body [kg]</td>
<td>(m_1, m_2)</td>
</tr>
<tr>
<td>Mass of bar [kg]</td>
<td>(m_{bar})</td>
</tr>
<tr>
<td>Drone battery energy [J/kg] [10]</td>
<td>(E_0)</td>
</tr>
</tbody>
</table>

Table 7.1: Adapted parameters for drone replacement problem.

The problem of minimizing the energy consumption of each vehicle introduces a state \(E_{Ci}\) for each vehicle \(i\) \((i = 1, 2)\), which represents the energy consumed by each drone per unit of time. Thus, the derivative of \(E_{Ci}\), \(\dot{E}_{Ci}\), represents the energy consumption rate of each drone per unit of time.

The power corresponds to the rate of the work that is performed, whose formula is proportional to the force times the speed. Therefore, by analogy, \(\dot{E}_{Ci}\) is given by

\[
\dot{E}_{Ci} = K_i \left| v^T_i \dot{v}_i \right| + \left| w^T_i I_i \dot{w}_i \right|, \quad i = 1, 2, \tag{7.1}
\]

where \(K_i = m_i + m_{bar} \gamma, \ (i = 1, 2)\) is a coefficient that describes the impact of the weight of the vehicle and the weight of the bar on the energy consumption rate of the drone. In this coefficient, a binary decision variable \(\gamma\) was adopted. This variable has two possible states: if \(\gamma = 1\), the drone in question is carrying the bar and if \(\gamma = 0\), the bar is not being transported. Based on the value of the parameters defined above, it is concluded that the weight of the bar adds a 50% energy expense to the energy consumption rate of each vehicle, since \(K_i = 1.5\), when \(\gamma = 1\).

Additionally, \(I_i\) corresponds to the inertial matrix of each drone \(i\) \((i = 1, 2)\). The inertial matrix for drone 1 is given by

\[
I_1 = \begin{bmatrix}
I_{xx_{sys}} & 0 & 0 \\
0 & I_{yy_{sys}} & 0 \\
0 & 0 & I_{zz_{sys}}
\end{bmatrix}
\]

where each non-null entry of the matrix corresponds to the moment of inertia of the system constituted by the drone and the bar, in each direction \((x, y\) and \(z)\). On the other hand, \(I_2\) has two distinct values, depending on the instant of time where the dynamics of drone 2 acts. From \(k = t_1\) to \(k = t_2\), \(I_2\) is given
that is, it only takes into account the moments of inertia related to the drone, since in this period of time the bar is not being transported. From $k = t_2$ to $k = t_f$, $I_2 = I_1$, since drone 2 is transporting the bar in that time interval.

It is also important to note that the energy available for each drone per unit of time, $E_{D_1}$, is given by

$$E_{D_1} = E_0 - E_{C_1},$$

where $E_0$ corresponds to the battery energy for each drone.

### Suboptimal solution to the optimal state transfer problem

In order to address the problem of vehicle energy consumption, the following situation is analyzed. Consider a drone (drone 1) that departs from the base station located at $(x, y) = (0, 0)$, carrying a bar. It is assumed that this vehicle does not have enough energy available to reach a predefined final position. Thus, the intervention of another vehicle is necessary. More precisely, drone 2 departs from the same station and meets his peer, at a given moment. From that moment, drone 2 will transport the bar, until the end of the predefined trajectory.

In this context, it is also assumed that

- Each drone is able to transport the bar.
- For the sake of simplicity, it is considered that the bar is a mass point and that the battery energy value for each drone is $E_0 = 5.4 \text{ J}$ (previously defined in Table 7.1).
- Drone 2 will depart from the base at a moment when drone 1 has low battery (less than 30%), that is, in the time interval where $E_{D_1} = [0, 0.3E_0]$.
- In this scenario, charging stations are not considered.

Regarding the replacement of drone 1, a question arises: What will be the optimum moment, $t_1$, when drone 2 should depart from the base in order to assist drone 1, with the objective of minimizing the energy consumption of both vehicles? The purpose of this section is to find the answer to this question.

### System under analysis

The system under analysis incorporates two continuous dynamic systems that correspond to dynamics of each vehicle. In addition to the control variables associated with the model of each drone, an independent decision control variable is considered: the switching time, $t_1$. 

by

$$I_2 = \begin{bmatrix}
I_{xx} & 0 & 0 \\
0 & I_{yy} & 0 \\
0 & 0 & I_{zz}
\end{bmatrix},$$
In this problem, the system is divided as follows:

- **Subsystem 1**, which is active in the interval \([t_0, t_1]\):
  \[ \dot{x}_1 = f_1(x_1, u_1), \quad t_0 \leq t \leq t_1, \]
  \hspace{1cm} (7.3)

  where \(t_0 = 1\), in discrete time.

- **Subsystem 2**, which is active in the interval \([t_1 + 1, t_f]\):
  \[ \dot{x}_2 = f(x_2, u_2), \quad t_1 + 1 \leq t \leq t_f. \]
  \hspace{1cm} (7.4)

In Figure 7.2, the problem under analysis is represented. The trajectory of the system starts at a given initial state, \(x_0\), and progresses to a final state, \(x_f\). The state \(X_1\) marks the transition between the first and the second set of dynamics. The problem then lies in deciding the optimal instant time, \(t_1\), where the switch should be made.

Figure 7.2: Explanation of the energy consumption optimization problem.
Interval Search

In order to solve the drone autonomy problem, an algorithm is proposed, that calculates $t_1$ through a search made by intervals, based on the minimum cost associated with each instant of time. For this purpose, an initial estimate is defined, $\hat{t}_1$, contained in the candidate values for $t_1$. The pseudo-code for the algorithm is shown below.

Algorithm 1: Interval Search algorithm

**Result:** $t_1$ value.

```plaintext
/* Run trajectory optimization simulation once and set initial time range: */
Initialization
Set start interval $t = \left[ \hat{t}_1 - \Delta \quad \hat{t}_1 \quad \hat{t}_1 + \Delta \right]$.
for ($k = t_0 : 1 : t_f$) {
    // Calculate cost for each element of interval $t$
    $J = \text{cost}(J)$
    if $\text{minimum}(J)$ and $k > t_0$ and $k$ = far left of $t$ then
        // If the minimum value of $J$ is at the far left of $t$, the procedure is repeated with the
        // interval shifted one unit to the left.
        Perform a left shift by $\Delta$ and repeat the algorithm.
    end
    if $\text{minimum}(J)$ and $k < t_f$ and $k$ = far right of $t$ then
        // If the minimum value of $J$ is at the far right of $t$, the procedure is repeated with the
        // interval shifted one unit to the right.
        Perform a right shift by $\Delta$ and repeat the algorithm.
    end
    if $\text{minimum}(J)$ and $k$ = central value of $t$ then
        // If the minimum value of $J$ is in the middle element of $t$, then the optimal value, $t_1$, corresponds to that value of $t$.
        $t_1 = k$.
    end
    if $\text{minimum}(J)$ and $k = t_0$ and $k$ = far left of $t$ or $\text{minimum}(J)$ and $k = t_f$ and $k$ = far right of $t$ then
        // If the minimum value of $J$ is in the left element of $t$, which corresponds to the first
        // instant of the simulation, then the optimal value $t_1$ corresponds to that value of $t$ or if
        // the minimum value of $J$ is in the right element of $t$, which corresponds to the last
        // instant of the simulation, then the optimal value, $t_1$, corresponds to that value of $t$.
        $t_1 = k$.
    end
}
```

Note that this is a sub-optimal solution since the candidate values for $t_1$ are multiples of the sampling time, $T_s = 0.1$, there being other possible values that are not considered in this problem.
Problem Formulation

In this example, two different scenarios are considered for transporting the bar.

- **Case 1** - It is considered that both vehicles are symmetrical. That is, the two drones have the same mass and the same geometry.

- **Case 2** - In this case, drone 1 follows the description of the vehicles considered in case 1, while drone 2 presents a difference in geometry which causes that, when transporting the bar, it consumes more energy than the first drone. The value considered for the mass of the bar that this vehicle transports is now $m_{\text{bar}} = 0.9 \, \text{kg}$. Thus, when drone 2 transports the bar, there is an additional energy expense of 90% to its energy consumption rate, instead of the 50% expenditure considered in the previous case.

For both problems there are three variants of the energy consumption model, depending on what time the system is operating.

- From $k = 1$ to $k = t_1$, the dynamics of drone 1 are active, with the following energy consumption model

  $$
  \dot{E}_{C_1} = K_1 \left| v_1^T \dot{v}_1 \right| + \left| w_1^T I_1 \dot{w}_1 \right|, \tag{7.5}
  $$

  where $K_1 = m_1 + m_{\text{bar}}$.

- From $k = t_1 + 1$ to $k = t_f$, the dynamics of drone 2 are active, and its energy consumption model varies depending on the time interval in which dynamics 2 are acting. Its energy consumption model is given by

  $$
  \dot{E}_{C_2} = K_2 \left| v_2^T \dot{v}_2 \right| + \left| w_2^T I_2 \dot{w}_2 \right|, \tag{7.6}
  $$

  where

  $$
  \begin{cases}
  K_2 = m_2, & k = t_1 + 1, \ldots, t_2 - 1, \\
  K_2 = m_2 + m_{\text{bar}}, & k = t_2, \ldots, t_f.
  \end{cases}
  $$
System control

System dynamics

For this example, the dynamics of each vehicle are active at different times, whose equations of motion are defined in chapter 3. Note that the dynamics of the system is composed of the dynamics of each drone and also the respective model of energy consumption defined in (7.5) and (7.6). That is, from \( k = 1 \) to \( k = t_1 \), the following dynamics are active

\[
I \dot{w}_{B1} = -w_{B1} \times I w_{B1} + \tau_{B1},
\]

\[
(m_1 + m_{bar}) \ddot{p}_1 = -(m_1 + m_{bar}) g e_3 + T_{1B1} e_3,
\]

\[
E_{C1} = K_1 \left| v^T T_1 \dot{v}_1 \right| + \left| w^T I w_1 \right|,
\]

(7.7)

and from \( k = t_1 + 1 \) to \( k = t_f \) the active dynamics are given by

\[
I \dot{w}_{B2} = -w_{B2} \times I w_{B2} + \tau_{B2},
\]

\[
(m_2 + m_{bar}) \ddot{p}_2 = -(m_2 + m_{bar}) g e_3 + T_{2B2} e_3,
\]

\[
E_{C2} = K_2 \left| v^T T_2 \dot{v}_2 \right| + \left| w^T I w_2 \right|.
\]

(7.8)

Optimization variables

From the equations of system movement defined in (7.7) and (7.8), 26 states and 8 control inputs are identified, given by

\[
U_1 = \begin{bmatrix} T_1 & \tau_{x1} & \tau_{y1} & \tau_{z1} \end{bmatrix}^T, \\
U_2 = \begin{bmatrix} T_2 & \tau_{x2} & \tau_{y2} & \tau_{z2} \end{bmatrix}^T, \\
X_1 = \begin{bmatrix} x_1 & y_1 & z_1 & \dot{x}_1 & \dot{y}_1 & \dot{z}_1 & \phi_1 & \theta_1 & \psi_1 & w_{x1} & w_{y1} & w_{z1} & E_{C1} \end{bmatrix}^T, \\
X_2 = \begin{bmatrix} x_2 & y_2 & z_2 & \dot{x}_2 & \dot{y}_2 & \dot{z}_2 & \phi_2 & \theta_2 & \psi_2 & w_{x2} & w_{y2} & w_{z2} & E_{C2} \end{bmatrix}^T.
\]

(7.9)

The setpoint vectors for \( X_1, X_2, U_1 \) and \( U_2 \) are defined taking into account the objectives referred to in (6.3), are given by

\[
X_i^* = \begin{bmatrix} x_i^*(k) & y_i^*(k) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},
\]

\[
U_i^* = \begin{bmatrix} 10 & 0 & 0 & 0 \end{bmatrix}, \quad i = 1, 2.
\]

(7.10)
Cost function

In this example, the cost functions represent different control objectives, and are the following:

- $J_1$ and $J_2$ are the costs associated with the movement of drone 1 and drone 2, respectively. These functions take into account the objectives of system stabilization and trajectory optimization. $J_1$ is defined from the instants $k \in 1, \ldots, t_1$ and $J_2$ is computed from the instant immediately after the switching instant, $t_1$, until the final simulation instant, $t_f$. Both functions are defined in eq.(6.4).

- $J_{opt_1}$ and $J_{opt_2}$ are the costs associated with minimizing the energy consumption of each drone that express the objective of finding an optimal flight speed in order to maximize the distance traveled by each vehicle. That is, it expresses the objective of minimizing the energy consumption of each drone. $J_{opt_1}$ is calculated in the same time interval as $J_1$ as $J_2$ and $J_{opt_2}$ are calculated in the same period of time.

The cost function must be formulated in such a way that its minimization defined in the optimization problem, results in a satisfaction of the control objectives. The quadratic function is a widely used choice in optimal control problems and, in this example, it is a choice that is suitable for the costs associated with the movement of drones, $J_1$ and $J_2$, since its minimization leads to an optimal global solution, under certain premises, such as considering an unconstrained linear system. Since $J_{opt_1}$ and $J_{opt_2}$ have different control objectives than $J_1$ and $J_2$, it is considered appropriate to use the module in the definition of these cost functions, in order to minimize the energy consumption of each vehicle per unit of time. This is also a usual choice for energy consumption minimization but other options could have could been made, taking into account convex functions of $X_1$, $X_2$, $U_1$ and $U_2$, as long as its definition was in line with the control objectives required by $J_{opt_1}$ and $J_{opt_2}$. The cost functions considered in this problem are then given by

$$J_1 = \sum_{i=1}^{H} [(X_1(k+i) - X_1^*(k+i))^T Q (X_1(k+i) - X_1^*(k+i)) + (U_1(k+i) - U_1^*(k+i))^T R_Q (U_1(k+i) - U_1^*(k+i))],$$

$$J_2 = \sum_{i=1}^{H} [(X_2(k+i) - X_2^*(k+i))^T Q (X_2(k+i) - X_2^*(k+i)) + (U_2(k+i) - U_2^*(k+i))^T R_Q (U_2(k+i) - U_2^*(k+i))],$$

$$J_{opt_1} = \sum_{i=1}^{H} [E_{C_1}(k+i) - \Gamma(||v_1(k+i)||^2)],$$

$$J_{opt_2} = \sum_{i=1}^{H} [E_{C_2}(k+i) - \Gamma(||v_2(k+i)||^2)].$$

(7.11)

where $\Gamma$ is a coefficient that when $\Gamma > 1$, attaches more importance to minimizing the energy consumption of the respective drone and when $\Gamma < 1$, it gives more importance to optimizing the velocity at which the vehicle moves. Additionally, $Q$ and $R_Q$ correspond, respectively, to the weight factors that are applied to the states and to the control inputs of both vehicles.
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Problem constraints

In addition to the limitation of the battery of each vehicle as it is finite, another restriction regarding the transport of the bar is considered. An instant $t_2$ is defined, after $t_1$, where the second vehicle meets the first one so that, from then on, the bar can be transported by drone 2. Assuming that this instant is fixed, the new constraint determines that this moment will occur at $t_2 = t_1 + 0.3$ seconds.

Optimization problem

The optimization problem consists of minimizing the cost, subject to the system dynamics equations and the restrictions to the problem. Note that, in this example, the optimization variables correspond not only to the states and control variables of each drone but also to the optimal switching time, $t_1$. The optimization problem for this example is given by

$$\begin{align*}
\text{minimize} & \quad J_{1_{k \in t_1}} + J_{\text{opt}_{1_{k \in t_1}}} + J_{2_{k \in t_1, \ldots, t_f}} + J_{\text{opt}_{2_{k \in t_1, \ldots, t_f}}} \\
\text{subject to} & \\
& \text{for } k = 1, \ldots, t_1 \\
& \quad I\dot{w}_{B_1} = -w_{B_1} \times Iw_{B_1} + \tau_{B_1}, \\
& \quad (m_1 + m_{\text{bar}})\ddot{p}_1 = -(m_1 + m_{\text{bar}})g e_3 + T_1 I_{B_1} e_3, \\
& \quad 0 < E_1 < E_0, \\
& \quad \dot{E}_{C_1} = K_1 \left| v_1^T \dot{v}_1 \right| + \left| w_1^T I_1 \dot{w}_1 \right|, \\
& \quad \text{for } k = t_1 + 1, \ldots, t_f \\
& \quad I\dot{w}_{B_2} = -w_{B_2} \times Iw_{B_2} + \tau_{B_2}, \\
& \quad (m_2 + m_{\text{bar}})\ddot{p}_2 = -(m_2 + m_{\text{bar}})g e_3 + T_2 I_{B_2} e_3, \\
& \quad 0 < E_2 < E_0, \\
& \quad \dot{E}_{C_2} = K_2 \left| v_2^T \dot{v}_2 \right| + \left| w_2^T I_2 \dot{w}_2 \right|, \\
& p_1(t_2) = p_2(t_2),
\end{align*}$$

where

$$\begin{align*}
\gamma = 0, & \quad k = t_1, \ldots, t_2 - 1. \\
\gamma = 1, & \quad k = t_2, \ldots, t_f.
\end{align*}$$
Choice of $t_1$

As mentioned before, the candidate values of $t_1$ are chosen in a time interval when the energy available of drone 1 per unit of time, $E_{D_1}$, is less than or equal to 30\% of its initial energy, $E_0$.

Fig. 7.3 shows the candidate values for $t_1$ that are present in this interval ($\Delta t$), defined from $t_1 = 13$ to $t_1 = 16$, in discrete time. After $k = 16$, the instants of time are not considered candidate values of $t_1$ since the transport of the bar by drone 2 happens at $t_2 = t_1 + 3$. Thus, it is necessary to wait 3 samples after the instant $t_1$ for the transport of the bar to occur and 1 sample to observe its effects, in discrete time.

![Figure 7.3: Choice of candidate values for $t_1$ present in $\Delta t$.](image)

In the simulation shown in Fig. 7.4, the evolution of the total cost value, $J_{total}$, is represented for each candidate for $t_1$, $(t_1 = 13, 14, 15, 16)$ in both cases. Note that when the dynamics of drone 1 is active, $J_{total} = J_1 + J_{opt_1}$ and when the second drone is active, $J_{total} = J_2 + J_{opt_2}$. The optimal switching time found for both cases is $t_1 = 1.6$ seconds, since $J_{total}$ is minimal for that instant of time.
Fig. 7.5 shows the energy consumption of the two vehicles for both scenarios. These two situations have four time periods in common, represented by gray circles, dictated by the behavior of drones.

1. Drone 1 is in motion, while drone 2 waits to intervene.

2. The beginning of this period marks the transition from dynamics 1 to the dynamics of the second vehicle. After this switch, which occurs at the optimum time \( t_1 \), only drone 2 will be in motion.
   
   (a) During this time, drone 2 is in motion, without carrying the bar.
   
   (b) The initial moment of this interval, \( t_2 = t_1 + 0.3 \) seconds, marks the meeting of the drones. From this moment on, the second vehicle will carry the bar.
Figure 7.5: Vehicle energy consumption for both cases.
Impact of bar mass variation on drone 1 velocity

Fig. 7.6 shows the linear velocity of drone 1, $v_1 = \| [v_{x1}, v_{y1}, v_{z1}] \|$, as a function of the value of the mass of the bar. The values considered for the mass of the bar are 0.5 kg, 0.8 kg, 1 kg and 1.2 kg, where the first value is the value adopted for case 1 and the last value depicts a situation in which the mass of the bar is greater than the mass of the vehicle that carries it.

Figure 7.6: Linear velocity of drone 1 as a function of the mass of the bar.

Analyzing Fig. 7.6, it is concluded that, as expected, as the mass of the bar increases, the drone decelerates in order to manage its energy consumption, since the vehicle battery is finite ($0 < E_{C1} < E_0$).
Impact of parameter $\Gamma$ in $E_{D_1}$

As previously mentioned, the parameter $\Gamma$ present in the cost functions $J_{opt_1}$ and $J_{opt_2}$ gives priority to minimizing the drone energy consumption when $\Gamma > 1$ and when $\Gamma < 1$, the main objective becomes to maximize the drone linear velocities.

In Fig. 7.7 is represented the energy available for drone 1, $E_{D_1}$, for case 1, for different values of $\Gamma$. It is concluded that, the higher the value of $\Gamma$, the greater importance is given to minimizing the energy of drone 1, as seen when $\Gamma = 2$. On the other hand, a small $\Gamma$ value results in maximizing the linear velocities of drone 1, which is reflected in greater energy consumption by this vehicle.

![Graph showing energy available for drone 1, $E_{D_1}$, for different values of $\Gamma$.](image)

**Figure 7.7**: Energy available for drone 1, $E_{D_1}$, for different values of $\Gamma$.

Search for the optimal time $t_2$ with fixed time $t_1$

In the results obtained so far, it was assumed that the instant time when drone 2 departs from the base, $t_1$, varied and that the instant time when drone 2 starts to transport the bar, $t_2$, is fixed. Suppose now that $t_1$ is fixed and that $t_2$ varies. That is, for a fixed $t_1$, a search is performed in order to find the value $\Delta$ for which the sum of the 4 cost functions ($J_1 + J_{opt_1} + J_2 + J_{opt_2}$) is minimum. This search is summarized in the following expression

$$t_2 = t_1 + \Delta.$$

The search results in a set of data presented in a grid, shown in Table 7.2 for case 1 and in Table 7.3 for case 2, where the values of the sum of cost functions for the combination of the two instants, $t_1$ and $t_2$ are present, in the order of $10^4$. In both tables, marked with a red rectangle, are the situations associated with the minimum value of the sum of the cost functions, for the combination of the two instant moments, $t_1$ and $t_2$. 
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### Case 1

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td></td>
<td>0.734</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>0.740</td>
<td>0.723</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>0.750</td>
<td>0.730</td>
<td>0.709</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>0.760</td>
<td>0.743</td>
<td>0.718</td>
<td><strong>0.692</strong></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>0.768</td>
<td>0.755</td>
<td>0.734</td>
<td>0.703</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>0.775</td>
<td>0.764</td>
<td>0.748</td>
<td>0.723</td>
</tr>
</tbody>
</table>

Table 7.2: Sum of cost functions for different combinations of $t_1$ and $t_2$, for case 1.

### Case 2

<table>
<thead>
<tr>
<th></th>
<th>$t_1$</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td></td>
<td>1.053</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>1.057</td>
<td>1.009</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>1.067</td>
<td>1.012</td>
<td>0.957</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>1.077</td>
<td>1.026</td>
<td>0.962</td>
<td><strong>0.894</strong></td>
</tr>
<tr>
<td>18</td>
<td></td>
<td>1.085</td>
<td>1.038</td>
<td>0.979</td>
<td>0.901</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td>1.093</td>
<td>1.048</td>
<td>0.99</td>
<td>0.922</td>
</tr>
</tbody>
</table>

Table 7.3: Sum of cost functions for different combinations of $t_1$ and $t_2$, for case 2.

As noted in Table 7.2 and in Table 7.3, the sum of cost functions is minimum for both cases for $(t_1, t_2) = (16, 17)$, which corresponds to a $\Delta$ equal to $\Delta = 1$, in discrete time.

That is, the optimal situation for the energy consumption of both drones is the dynamics of the second drone being activated from $t_1 = 16$ and the bar being transported at the first possible instant, $t_2 = t_1 + 1$, in discrete time. This situation is due to the fact that the later drone 2 meets with drone 1 to start transporting the bar, the greater the energy consumption of both vehicles.
Figure 7.8 shows the surface in three dimensions, generated through the values in Table 7.3, where it is observable that the sum of cost functions is minimal when $t_1 = 16$ and $t_2 = 17$, in discrete time.
Performance assessment of the controller

In order to assess the robustness of the controller developed for this system, several tests are carried out considering situations such as uncertainty in the model. In this section, all situations where non-idealities are present are compared to a reference situation: the state which represents the energy consumed by the first drone per unit of time, $E_{C_1}$, for case 1, where $m_1 = 0.5$ kg. For the purpose of evaluating these situations, the following deviation measure is considered

$$\sigma_Y = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2}, \quad (7.13)$$

where $Y_i$ is the vector of expected values, referring to the reference situation, $\hat{Y}_i$ is the vector of observed values and $N$ is the total number of samples.

Unmodelled dynamics

There is noise in physical systems that is not possible to model, for example, the suspension of a car. In the case of the quadcopter model, there may be noise such as turbulence in the wind that is not possible to model, which is called process noise.

In this context, this section aims to introduce process noise, that is, unmodeled time-varying random disturbances, in the quadcopter model. The process noise is generated through a random binary sequence (a discrete-time stochastic process), represented by vector $w$. The dynamics of the vehicle now have an additional term and are given by

$$\ddot{x}_1 = \frac{T_1}{m_1} (\cos \psi_1 \sin \theta_1 \cos \phi_1 + \sin \psi_1 \sin \phi_1) + w(1),$$

$$\ddot{y}_1 = \frac{T_1}{m_1} (\sin \psi_1 \sin \theta_1 \cos \phi_1 - \cos \psi_1 \sin \phi_1) + w(2),$$

$$\ddot{z}_1 = -g + \frac{T_1}{m_1} (\cos \theta_1 \cos \phi_1) + w(3),$$

$$\dot{w}_{x_1} = \frac{\tau}{I_{xx}} + w_{y_1} w_{z_1} \frac{I_{yy} - I_{zz}}{I_{xx}} + w(4),$$

$$\dot{w}_{y_1} = \frac{\tau}{I_{yy}} + w_{x_1} w_{z_1} \frac{I_{xx} - I_{zz}}{I_{yy}} + w(5),$$

$$\dot{w}_{z_1} = \frac{\tau}{I_{zz}} + w_{x_1} w_{y_1} \frac{I_{xx} - I_{yy}}{I_{zz}} + w(6),$$

$$\dot{E}_{C_1} = K_1 \left| v_1^T \dot{v}_1 \right| + \left| w_1^T I_1 \dot{w}_1 \right| + w(7).$$

Fig. 7.9 shows the simulation of state $E_{D_1}$ in discrete time, where the reference situation is compared to the case in which there is process noise.
As expected, the introduction of process noise causes a greater energy expenditure of drone 1. In fact, the drone does not reach the predetermined final position, despite having a restriction related to its battery, which is finite. In other words, when there is a process noise, the drone not only cannot finish the trajectory, but its consumed energy is not managed along the trajectory, as the restriction associated with the value of its battery is ignored.

It is worth noting that in this situation the fact that the drone has a maximum battery energy is beneficial because if this limit did not exist, errors would have to be promptly corrected, otherwise they would compound. In order to quantify the effect of process noise on this system, the deviation, $\sigma_Y$, between these two situations is calculated considering only the first 11 samples, resulting in $\sigma_Y = 1.15$.

**Actuator dynamics**

In this section, an analysis of the influence of actuator dynamics in the system is carried out. In the context of this work, the purpose of including actuator dynamics is to model how the quadcopter control varies with respect to the commanded control over time. Fig. 7.10 shows a diagram explaining the incorporation of the actuator dynamics in the system. In addition to the quadcopter states defined in chapter 3, there are now 4 new states: $T_1$, $\tau_{x_1}$, $\tau_{y_1}$, and $\tau_{z_1}$.

![Figure 7.10: Explanatory scheme of the actuator dynamics.](image)

As a simplification, it is considered that the dynamics of the actuators are represented by first order
equations, given by

\[
\begin{align*}
\dot{T}_1 &= -\frac{1}{\tau_T} T_1 + \frac{1}{\tau_T} u_T, \\
\dot{\tau}_{T1} &= -\frac{1}{\tau} \tau_{T1} + \frac{1}{\tau} u_{\tau_T}, \\
\dot{\tau}_{x1} &= -\frac{1}{\tau} \tau_{x1} + \frac{1}{\tau} u_{\tau_x}, \\
\dot{\tau}_{y1} &= -\frac{1}{\tau} \tau_{y1} + \frac{1}{\tau} u_{\tau_y}, \\
\dot{\tau}_{z1} &= -\frac{1}{\tau} \tau_{z1} + \frac{1}{\tau} u_{\tau_z},
\end{align*}
\]  

(7.15)

where \( u_T \) is the actuation command for the total thrust force exerted on drone \( 1 \), \( T_1 \), and \( u_{\tau_T}, u_{\tau_x}, u_{\tau_y} \) and \( u_{\tau_z} \) are, respectively, the actuation commands for the drone rolling, pitching and yawning moments. Additionally, \( \tau_T \) and \( \tau \) represent the time constants that characterize the response speed of the actuator for \( T_1 \) and for \( \tau_{x1}, \tau_{y1} \) and \( \tau_{z1} \), respectively. The values defined for the time constants present in this simulation are \( \tau_T = 5 \times 10^{-2} \text{s} \) and \( \tau = 4 \times 10^{-2} \text{s} \).

In Fig. 7.11, \( E_{D1} \) is represented for a situation in which there is actuator dynamics and for a situation in which there is no actuator dynamics. It is observed that there is a higher energy expenditure for the first case, which results indirectly from the calculation of the control that will later affect the states of the drone model, such as \( E_2 \).

Figure 7.11: Comparison of the reference situation with a situation in which there exists actuator dynamics.

In Fig. 7.12, the time evolution of the states \( T_1, \tau_{x1}, \tau_{y1}, \) and \( \tau_{z1} \) is represented. Note that \( \tau_{z1} \) takes a value close to 0 because the drone does not accelerate in the \( z \) direction. The impact of including the actuator dynamics in this example is calculated through the deviation measure, whose value is \( \sigma_Y = 0.53 \).
In conclusion, of all the situations represented, the one who considered process noise had the most negative impact on the system, causing higher energy consumption by the vehicle, reflected in the shortened flight time of the drone, when compared to a situation where there is no process noise. The high value of $\sigma_Y$ is justified by the fact that the process noise directly impacts the dynamics of the entire system.

Finally, the inclusion of the actuator dynamics caused a lesser negative impact on the system, revealing lower energy consumption, even though this situation directly affects the control of the system. It is important to note that the ideal adjustment of the time constants will always reveal a more optimal energy consumption scenario. Additionally, although the actuator dynamics first order equation serves the context considered here, this choice causes a simplification in the optimization problem, which directly impacts all optimization variables present in the model.
Chapter 8

Conclusions

In this Chapter, a review of the work is done and conclusions are drawn. In addition, recommendations are made for research paths, based on the problems addressed in this dissertation.

The objective of this dissertation was to develop a controller in order to solve the problem of transporting large objects by a multi-drone system. This purpose was achieved through a strategy based on nonlinear predictive control algorithms. Additionally, the problem of performing missions with a duration that goes beyond the autonomy of a single drone in a multi-drone system was considered. The solution to this problem took into account the aforementioned non-linear MPC technique and also a pseudo-algorithm of searching for the optimum instant of the departure of a second vehicle from the base so that the replacement of the vehicle occurs.

At the beginning of Chapter 3, the bi-rotor model was studied, whose knowledge was then applied to the analysis of a more complex system, composed of two bi-rotors that carry a bar. In both systems, the dynamics were defined using the Euler-Lagrange equations. Subsequently, the quadcopter model was defined and this knowledge was applied to the study of a problem with greater complexity: the modeling of a system composed of two drones that cooperate in order to transport a bar. For this system, it was considered a different configuration from the usual one, where the bar is connected to each drone through spherical joints, which allows the total mobility of both vehicles.

Chapter 4 introduces the following chapters, pointing out the resources used to implement the two control situations considered. Thus, in Chapter 5, the control strategy for the bi-rotor bar system was analyzed, where simulations were performed in order to analyze the robustness of the controller developed for this system. Additionally, an evaluation of the performance of the system was carried out, through the variation of the following parameters: the prediction horizon, $H$, the sampling time, $T_s$, and the weight $\beta$ applied to the total thrust force of both vehicles.

In Chapter 6, the control of the quadcopter bar system was carried out, where simulations for different maneuvers to be performed by the system were presented.

Chapter 7 was dedicated to the problem of vehicle replacement. In this context, it was assumed
that each vehicle was able to transport the bar individually. The problem was formulated in the following way: It was considered that a drone would depart from a given position in order to transport the bar to a defined final position. However, this vehicle did not have enough energy to complete the predefined trajectory. Thus, the need arose to introduce another UAV so that, when the drone 1 available energy was below or equal to 30\%, \( (E_{D1} \leq 0.3E_0) \), the second drone could depart from the base and meet his peer, in order to finish the rest of the trajectory, carrying the bar.

In this problem, two possible scenarios were considered: a first case where both drones were symmetrical and identical and another case where the second vehicle presented such an asymmetry in relation to the first one, which caused the transport of the bar to add an energy expense of 90\% to its energy consumption rate. To address this situation, an energy consumption model was defined for each drone, which introduced a new state, \( E_{CI} \), that represents the energy consumption of each vehicle \( i \) \((i = 1, 2)\). Taking into account this model, it was possible to search for the optimum instant, \( t_1 \), from which the second dynamics would be activated. It should be remembered that \( t_1 \) belonged to a range of candidates present in a time interval that was defined taking into account the instants of time when the energy available of drone 1 was equal to or less than 30\%. Thus, an interval search algorithm was defined, based on the minimum cost for each instant of time, in order to find the optimal instant, \( t_1 \). For the two cases, the same value of \( t_1 \) was obtained.

Finally, a study of the robustness of the controller was made, where uncertainty in the model was considered through the inclusion of actuator dynamics and process noise.

In conclusion, predictive control is a powerful tool due to its ability to allow the incorporation of restrictions into optimization problems. It is possible to solve problems of increasing complexity such as the transport problem carried out through the cooperation of two quadcopters, presented in this work. However, it is often necessary to resort to simplifications of the problem as it was also done in the modeling and control of this system, in order to avoid very high computation times. Therefore, a compromise between the complexity of the problem to be addressed and the added computational burden of the problem must be taken into account. It should also be noted that the problem of the drone autonomy can be analyzed with much greater depth, considering, for example, more than one active dynamics at the same time.

### 8.1 Future Work

There are several research paths that can be followed, based on this dissertation.

On the one hand, the problem of transporting large objects by a multi-drone system can be explored through the proposal of a decentralized control approach. That is, each drone would have an associated MPC controller and, for that purpose, there would be as many optimization problems to solve as the number of drones present in the system. Additionally, vehicles would exchange data with their peers. This would be an efficient solution to allow more drones to be included in the system, without compromising its performance. Note that, even if there was a problem with a vehicle controller that forced it to stop, the multi-drone system would not necessarily need to stop its ongoing mission.
On the other hand, a more sophisticated approach to the problem of vehicle replacement could be considered. For example, a distributed strategy could be implemented so that drones could communicate via commands or messages, in order to automate vehicle replacement as much as possible.
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