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Abstract—The main challenge in higher education is student retention. While many methods have been proposed to overcome this challenge, early and continuous feedback can be very effective. In this paper, we propose a method to predicting student final grades in a course using only their performance data in the current semester. It assists students in analyzing how much effort they need to put into the course to obtain the desired grades while helping course instructors identify student types at the early stages of the course to provide better support for them. Our method, initially clusters students into several groups based on experience points (XP) that they obtain during a semester. Then, we estimate cluster size and balance clusters by generating and adding virtual students to the smaller clusters. Finally, we drop unimportant student attributes using a feature selection technique. We then predict their final grades via three different approaches using data collected from a course for nine years, using data collected from 679 students. The results indicate that our method outperformed the others while achieving 78.02% average accuracy only four weeks after starting the course. It shows we can effectively predict final grades, which will potentially enhance students’ learning outcomes.
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I. INTRODUCTION

Student success (learning and passing courses) is a main goal in higher education. However, many factors can hinder this goal. According to [34], [16], one of the reasons for failure is the complexity of the course materials and not having enough support for taking them. Therefore, students may not achieve the grades they desire, causing dissatisfaction, decreasing engagement while increasing drop-out rates (i.e. withdrawal from courses). Hence, it is essential to implement methods that help students learn the required skills and knowledge while assisting them in completing the courses in a timely fashion, and achieving the desired grades.

Thank to Information Technologies, diverse and abundant student data are available. This makes Educational Data Mining (EDM) and Machine Learning (ML) methods to become ever more common tools to support students in improving their outcomes. Using EDM and ML techniques and approaches to analyze large amount of learning data has produced interesting, interpretable, useful, and novel information about students [39]. EDM is the application of Data Mining (DM) techniques on learning activities data produced in educational environments [9], [76]. These methods and techniques are applied to provide different types of support, such as predicting student successes (passing a course) and failures in completing courses [33], [43], [60], predicting how well they perform by analyzing their interactions with e-learning systems [40], [79], or developing early warning methods for monitoring student performance during a course [4].

Early prediction of final grades is one such support. Early feedback helps students in analyzing how much effort they need to put into a course in order to achieve the desired performance. Additionally, it assists course instructors to identify students that show poor performance at the early stages of a course, taking remedial actions (i.e. providing additional learning materials that fit their competency level) and providing better support for them.

Although there are several studies on predicting student grades, such as [71], [26], [88], [78], in this paper, we focus on how early we can predict the student final grades with enough accuracy. To this end, we initially collected student data from a gamified course [58], where learners could continuously increase their grades via XP (see course description in Section IV-A1). We then use the XP obtained during the course to classify them into three four groups (depending on data) via a k-means clustering algorithm. Our motivation to cluster students is to tailor the gamified experience to different groups according to common profiles. Next, we calculate cluster size (i.e. number of students) and balance clusters by generating and adding virtual students to the smaller clusters. Balancing sizes gives equal priority to each cluster and enhances the performance of prediction algorithms [13]. For that, we use the re-sampling approach mentioned in [13]. Later on, we apply a feature selection technique to drop insignificant and irrelevant student attributes from the data. Finally, we predict student grades using Naive Bayes, K-Nearest-Neighbor (KNN), and Random Forest algorithms. Figure 1 presents the different steps of our method.

The main highlights of our study are as follows:
1) Providing a review on the recent studies for the grade prediction of students.
2) Collecting and analyzing data from a gamified course called Multimedia Content Production (MCP) taught at Instituto Superior Técnico, University of Lisbon over nine years. This data is employed to demonstrate the performance of our prediction approach.
3) Analyzing how early we can identify the type of students in order to provide proper support for them.
4) Testing and comparing the performance of various methods in predicting the students’ final grades. These approaches use the standard form of Naive Bayes, Random Forest and K-Nearest-Neighbor (KNN) algorithms.

5) Using only the data of the students in the current semester (not previous data) for predicting their final grades, which was available to a course instructor.

6) Generating virtual students to balance the students’ clusters and enhance the accuracy of the prediction results.

7) Analyzing how early we can have a promising prediction for the final grades.

The remainder of this paper is structured as follows: Section 2 introduces related work and Section 3 clarifies our problem in detail. Our method is described in Section 4. The data description, evaluation methodology and the results are discussed in Section 5. Section 6 highlights the limitations of our method while Section 7 suggests several research directions to other researchers working in the same area. Finally, in Section 8, we present our conclusion.

II. RELATED WORK

During the last decade, various methods and algorithms were designed and implemented in order to improve students’ learning and support them toward their success (passing a course). These methods addressed different problems, such as predicting how well students perform by analyzing their interactions with the system [40], or early warning approaches to inform the students and course instructors [4], or recommending learning materials that students can timely complete [32], [55], [53], [67]. Among all these studies, several aimed at predicting the students’ final grades for a course [26], [88], [71]. Students’ grades were predicted using different algorithms, methods and techniques, such as using Matrix Factorization algorithms (MF) [83], [63], a Neural Network [59], [88], a Decision tree (DT) [19], [59], a Random Forest (RF) [64], [83], [18]. These algorithms and methods can be divided into two groups. The methods that use only students’ performance data (e.g. grades, GPA) for the prediction task and the ones that use also courses’ or students’ metadata, such as students’ demographic data or behavioral patterns.

A. Methods Using Students’ Performance Data

There are approaches that used only students’ grades for the prediction task. In [72], authors presented a method called MFCTI to predict a student’s grade on a course. In MFCTI, courses and students were presented in a latent knowledge space, while a student’s grade on a course was modeled as the similarity of their latent representation in the knowledge space. In this method, course-wise effect was taken into account as an extra factor for the grade prediction. As another example, a few MF-based approaches were proposed by Sweeney et al. to predict next-term grades of students [82]. The performance of these approaches, including factorization machine [74], SVD [5], SVD-KNN [61] were compared to the several baseline methods. The evaluation results showed that MF-based approaches often outperformed the baselines. Three methods were also presented in [63] to predict a future course grade based on sparse linear and low-rank matrix factorization models. These methods were course-specific matrix factorization, student-specific and course-specific regressions, which were inspired by the content-based recommendation methods [68], [72]. The experimental results indicated that the course-specific regression method outperformed the rest of approaches. In this method, students’ grades were predicted using a sparse linear combination of the students’ grades on the past courses.

Elbadrawy et al. [25] presented a domain-aware grade approach that categorized students considering their majors and academic levels. It also categorized courses regarding their levels and subjects. This approach presumed similar biases for the students/courses that were in the same category. Therefore, the biases for each course and student category were modeled within a MF framework. The experiment results showed that this method outperformed the baselines on grade prediction. Huang and Fang [32] compared the performance of four models to predict the final grades of courses for students using three mid-term exam grades as students’ performance indicators during a semester. In this study, the students’ CGPA and their grades on four prerequisite courses (for the target course) were considered as their performance indicators before starting the course. The grades were predicted using the Support Vector Machine (SVM) [11], [50], Multilayer Perception Network (MPN) [65], Radial Basis Function network (MBF) [28], and multiple linear regression (MLR) [57] models, and the best results were obtained by the SVM. The authors showed that the prerequisite courses’ grades and CGPA did not significantly enhance the accuracy of the results.

Polyzou and Karypis also predicted students’ grades using various methods including RF [64]. To concentrate on the poor performance students, the authors considered the grade prediction as a binary classification task, where two students’ groups were identified using their performance (good and poor performance students). Given the historical grading data, the authors extracted various features to represent possible factors of a poor performance student. These features could be classified into three different groups: course-specific, student-specific, and course- and student-specific features. Then, by identifying the features, two base classifiers: a Linear SVM and a Decision Tree (DT), and two ensemble classifiers: a RF and
a Gradient Boosting (GB) [56] were tested. The results showed that the RF and GB outperformed the base classifiers, while RF had less training time than GB. Naive Bayes is another method that was used for the prediction task. The standard based grading (in-semester performance data) along with seven different methods including the Naive Bayes, KNN, SVM and four other methods were used for the grade prediction [41]. The feature selection technique was also applied to enhance the prediction accuracy and generalizability of these models and methods. The evaluation results presented that the Naive Bayes and Ensemble models outperformed the other approaches.

Meier et al. introduced an algorithm for a timely and personalized prediction of students’ final grades considering their scores in early performance assessment, like mid-term exams, quizzes, or homework assignments [44]. This algorithm generated predictions for a student whenever the prediction accuracy was sufficient. Such a timely prediction occurred by learning from the previous performance of the students in a course. The performance of this algorithm was compared against five prediction approaches using data collected from a course taught at the UCLA over 7 years. The evaluation results showed that this algorithm outperformed the rest of approaches. In [77], a method was presented to address the problem of grade prediction of a student given the previous grades. For that, a Collaborative Filtering method using baseline adjustment was implemented due to its ability to deal with large and sparse data. In this method, initially a sparse matrix was generated including the students-courses grades. Then, a student grade for a course was predicted by finding a set of students that already took that course and detecting similar courses to the target course that were already selected by a target student. This similarity was estimated using the KNN algorithm with Pearson similarity as a distance measure. The performance of this method was compared with regression models, like Linear Regression [47] and Support Vector Regression [10]. The experiments using 5-fold cross-validation with data from three courses (Law, Mathematics, and Computer Science) presented that the introduced method outperformed the other approaches.

Another grade prediction method was presented in [86]. This method generated predictions considering the progressive performance of students. It was designed in two layers, a base and an ensemble predictor layers. In the base layer, several base predictors generated local predictions using the current performance of the students in every academic semester. The input for this layer was a set of relevant courses, which were determined by an introduced clustering method based on a probabilistic matrix factorization [45]. In the second layer, an ensemble predictor predicted the future performance of the students by incorporating the base layer predictions (local predictions) along with the ex-semester ensemble predictions. The performance of this method was compared with three methods on two different courses, and this method obtained the best results.

B. Methods Using Students’/Courses’ Metadata

There are studies that besides students’ grades, use metadata (whether from students or courses) for the prediction task. For instance, grade prediction of secondary school students was addressed in [19]. For this purpose, the students’ data, such as previous courses grades, social, demographic and other school related data, was collected using questionnaires and school reports. Then, two subjects (Portuguese and Mathematics) were modeled with three different data mining goals (binary/level classification and regression) and using four data mining algorithms, which were SVM, Random Forest [21], Neural network [23], and Decision trees [31]. In this study, various input selections were also explored, such as using or not using past grades. The evaluation results showed that the high predictive accuracy could be achieved when the grade from the first and/or second school period were known. As another example, a wide variety of regression (e.g. Random forest, KNN, Multi linear regression) and factorization methods (e.g. SVD, factorization machine) were applied by [83] for predicting the next-term students’ grades. After testing these methods, a hybrid of the Random Forest algorithm and the MF-based Factorization Machine had the best performance for the prediction. The key success of this hybrid method was applying a new feature selection method called Mean Absolute Deviation Importance (MADImp), which was inspired by [27]. This hybrid method was able to predict grades for both returning and new students, and could be used for all type of courses (i.e. new and existing). It outperformed the other evaluated approaches.

Morsy and Karypis [48] presented a Cumulative Knowledge-based Regression Model (CKRM) for the next-term grade prediction of courses. The CKRM modeled a student using a vector including the cumulative knowledge gained by him/her in previous courses while a course was modeled using a vector consisting of the knowledge components provided by the course. To predict a student’s grade on a course, CKRM computed a per-course linear model for capturing the required knowledge components for having a well performance on the course. Finally, a dot product between the student’s knowledge vector and the computed linear model for the course resulted in the grade prediction. Unlike other methods to predict the next-term grades, like [26] and [73], CKRM considered the effect of co-taken courses on performance of the students. Next-term grade prediction problem was also tackled by Ren et al [73]. For that, they introduced two Additive Latent Effect (ALE) models within an MF framework. Inspired by CKRM, ALE modeled latent factors of a student using the accumulated knowledge from the courses that were already taken by him/her as well as the grades for the courses. In addition, ALE incorporated student and course instructor academic level influences together with the student global latent factor for having a precise grade prediction. The performance of ALE models were compared with five different approaches and ALE models achieved better prediction accuracy.

Naive Bayes classifier that works based on the Bayesian theorem [75] was also used by various researchers, such as [59], [42], [36], and [70], to predict students’ performance and grades. In [59], three supervised data mining algorithms (Naive Bayes, Decision Tree, and Neural Network) were used on the preoperative assessment datasets for predicting success in a course (i.e. fail/pass). In this paper, these algorithms were
assessed considering their prediction accuracy and comprehensible characteristics (i.e. easy to understand). The experimental results showed that the Naive Bayes classifier obtained better prediction results than the other algorithms. In [70], authors also used the Naive Bayes classifier as well as a few data mining techniques and algorithms, such as Multi Layer Perception algorithm [84], to predict students’ performance. For that, they implemented a method based on opted input variables collected by questionnaires. Then, they analyzed and identified the most influencing variables for the grade prediction. The evaluation results showed that the Multi Layer Perception algorithm outperformed the other approaches in grade prediction. Like [59] and [70], Naive Bayes and KNN algorithms are used for the prediction task with the educational data from secondary schools [3]. In this study, the Rapid Miner software was employed to perform the prediction and evaluate the results. The experimental results indicated that the Naive Bayes had the best performance.

A time series Neural Network algorithm was presented in [88] for a behavioral-based grade prediction. This algorithm predicted the total grades of students in a Massive Open Online Course (MOOC) [12] as they proceeded on learning materials of a course. The inputs of this algorithm were the prior assessment performance and the prior video watching behavior of the students. For the watching behavior, definite behavioral quantities, such as average playback rates, fraction completed, and number of rewinds, which were correlated with a quiz success (pass a quiz) were estimated from the clickstream of the students [15]. For the evaluation, two versions of this algorithm were assessed using two MOOC datasets. One version was learning only from quizzes (FTSNN) and another one was learning from both quizzes and behavioral features of students (IFTSNN). Finally, these two algorithms were tested against two baseline methods, one considering past performance average and one based on the lasso regression [29]. The introduced methods could outperform the baselines.

Besides the aforementioned groups, we also classified all the mentioned studies within two classes. The first class addresses methods and algorithms that used only the data from current semester (called in-semester data), and the second class refers to the ones that used the data from current and previous semesters for the prediction task. We summarized all these studies and presented in Table I. As shown in this table, only a minor group of studies used in-semester data. So, we found it of interest to focus on this type for the grade prediction task.

TABLE I: Prediction methods using current and previous semesters’ data.

<table>
<thead>
<tr>
<th>Classes</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Semester (in-semester)</td>
<td>[19],[3],[41],[42],[88]</td>
</tr>
<tr>
<td>Current &amp; Previous Semesters</td>
<td>[72],[82],[83],[85],[23],[32],[64],[48],</td>
</tr>
<tr>
<td></td>
<td>[73],[26],[36],[59],[70],[44],</td>
</tr>
<tr>
<td></td>
<td>[77],[86],[118]</td>
</tr>
</tbody>
</table>

III. PROBLEM DEFINITION

In this study, our main goal is to predict the students’ final grades at the early stages of a course. It benefits both course instructors and students. On one hand, it assists the course instructors to identify the students’ types more precisely as soon as starting the course for providing better support for them. On the other hand, it assists students to realize how much effort they need to put into the course to achieve their desired grades. To this end, in this study, we are faced with three main challenges. We first need to collect and determine the types of data that are significant for the prediction task. We then need to examine what prediction algorithm achieves the highest accuracy results. Finally, we require to analyze how soon a selected algorithm can predict students’ final grades with a promising accuracy.

For this purpose, we break down our challenges into a set of smaller ones. Here, usage data is referred by $D$, a target student is presented by $S$ and $XP_s$ is the experience points of a target student. $P$ depicts the grade prediction task, $G_P$ is the predicted grade of a student, while $G_s$ is his/her actual final grade.

The sub-challenges that need to be tackled are:
1) Data Collection: Collecting students’ data, including their performance, behavior, and demographic data.
2) Dropping Insignificant Data Attributes: Ignoring unimportant students’ attributes from the collected data. It can be done using feature selection techniques.
3) Predicting Students’ Final Grades: For the prediction task, we intend to initially discretize the grades (0 to 20) and then predict in which performance bucket (grade category) a students’ grade would end up. Predicting task can be done using algorithms, such as Random Forest (RF), and Naive Bayes (NB) algorithms. Finally, we select an algorithm with the highest accuracy.
4) Finding How Early We Can Predict the Final Grades: Assessing the selected prediction algorithm using different chunks of data to find how soon the predictions achieve a promising accuracy. Data chunks are explained in section V-C.
5) Evaluating the Results: We aim to assess the quality of the predictions using offline evaluation approaches and metrics, such as Accuracy and Kappa.

After detailing all sub-challenges that need to be tackled, we formalize our main challenge in the form of expression 1:

$$P(G_P|S, D, XP_s) \rightarrow G_P = G_s$$  \hspace{1cm} (1)$$

IV. PREDICTION APPROACH

In this section, we detail our grade prediction approach, describe what type of data is collected for the grade prediction, how our method generates the students’ clusters and creates the virtual students. In addition, we explain how it uses a feature selection technique to drop the insignificant data attributes and predicts the final grades of the students. Figure 1 shows a general view of our approach and the steps, which it takes to predict the students’ final grades.

A. Data collection

In this study, we use the data collected from the MCP course since the academic year 2010-2011 until 2018-2019. The MCP is selected since in this course students’ grading is made
in a continuous manner throughout the semester (continuous accrual of XP), which makes the prediction model feasible. The collected data does not include the previous data of the students, such as their CGPA, or their data from other courses. It only includes the data from the current semester of the students, which is available for the course instructors. To this end, we collect different type of data from students, like their XP, attendance, type of actions and their frequencies. In section IV-A1, the MCP course is explained briefly.

1 Multimedia Content Production Course (MCP):

MCP is a gamified MSc course in Information Systems and Computer Engineering field at Instituto Superior Técnico (IST), Portugal. It employs a blended learning approach in such a way that students attend both practical labs and theoretical classes while participating in discussions and completing online projects and assignments in Moodle\(^1\). Theoretical classes are to cover multimedia concepts, such as multimedia standards, file formats, production techniques and editing. Lab sessions are to explore concepts and use tools for images, audio and video manipulation [7].

In the MCP course, students attend parallel lectures in two university campuses, and the course is conducted identical and synchronized across both campuses having the same Moodle platform. This course is in English and it is only conducted during the second semester of each academic year (semester duration: \(\approx 17\) weeks), having two theoretical classes and one practical lab per week.

In the MCP, students are graded using the experience points (called XP), considering the course activities they complete. These activities include lab assignments, quizzes, a multimedia presentation, and several other activities, such as attending lectures or finding bugs in class slides. Some of these activities result in gaining badges. For instance, students can get the Lab Master badge if they participate in a specified amount of labs. In addition, this course includes a Skill Tree, which is a precedence tree. In this tree, every node refers to a thematic task that results in XP upon completion. Initially, six nodes are unlocked and posterior nodes could be unlocked when the anterior ones are completed [8].

Students start the MCP having the default XP (i.e. 500 XP) while obtaining every 1000 XP by a student results in gaining badges. For instance, students can get the Lab Master badge if they participate in a specified amount of labs. In addition, this course includes a Skill Tree, which is a precedence tree. In this tree, every node refers to a thematic task that results in XP upon completion. Initially, six nodes are unlocked and posterior nodes could be unlocked when the anterior ones are completed [8].

Students start the MCP having the default XP (i.e. 500 XP) while obtaining every 1000 XP by a student results in gaining one experience level. The topmost level is 20 while 10 is the required level to pass the course. At the end of a semester, levels are converted to a 20-point grading system, which is the grading standard of the University of Lisbon. Figure 2 shows the course leaderboard, which includes the students’ names, XP, levels, and badges. It allows the students to compare themselves with the others while motivates them to work harder for raising their grades.

In the non-gamified MCP course, students were graded based on regular quizzes, lab assignments, online participation, and a final exam. Nonetheless, the students often concentrated on the major assessment elements, and ignored the online participation. In the gamified MCP, to further captivate students and engage them with the course, regular quizzes (occurring often every other week) and collective achievements (obtained considering the course participation throughout a semester) are used. It allows to continuously study and analyze how students’ behavior and performance are affected by the gamification elements.

B. Clustering Students

After collecting all the required data, we use the students’ XP to cluster them into various groups. This clustering enables us to later on tailor the gamified experience in the way that best suits different students’ groups. XP data is used for clustering since in the MCP course a student grade is calculated using the XP. Hence, we can conclude that the XP is the most informative data for identifying the type of students. Therefore, we have used the students’ XP along with a k-means clustering algorithm to classify them into different groups. The k-means algorithm is selected due to its efficiency and simple implementation [51].

We initially cluster the students into four groups. The reason for generating four clusters is already justified in [8], [67]. In the case that there is a cluster with a small number of students (i.e. 1 or 2 students), we generate three clusters (i.e. Good, Average, and Naive students). Algorithm 1 presents our clustering algorithm that works based on a k-means algorithm.

Algorithm 1: Our Clustering Algorithm.

\begin{algorithm}
\caption{Algorithm 1: Our Clustering Algorithm.}
\begin{algorithmic}[1]
\STATE \textbf{Input:} All students \(S_a\), XP data.
\STATE \textbf{Output:} Students Clusters.
\STATE \(C_0 \leftarrow \text{Divide } S_a \text{ into } 4 \text{ groups using } X P \text{ data via a k-means.}\)
\STATE \textbf{if} Size of a Cluster in \(C_a \leq 2\) \textbf{then}
\STATE \(C_a \leftarrow \text{Divide } S_a \text{ into } 3 \text{ groups using } X P \text{ and a k-means.}\)
\STATE \textbf{return } C_a
\end{algorithmic}
\end{algorithm}

C. Generating Virtual Students

After clustering the students, we have noticed that in some cases the clusters are highly imbalanced. Regarding the fact that some of the predictive models are highly sensitive to this matter [2], this problem needs to be tackled. Hence, we balance the clusters to give equal priority to each cluster and increase the performance of prediction models [13]. For this purpose, we have used a resampling approach, which is

\footnote{\url{https://www.moodle.org}}
explained in [13]. In [13], a Utility-Based Learning (UBL) tool is proposed, which handles imbalanced classification issues using a Synthetic Minority Over-sampling Technique (SMOTE) [17]. SMOTE technique enhances the prediction accuracy over the minority clusters by generating synthetic instances of them. An instance is generated for a minor cluster using $k$ members of that cluster. Members are selected randomly taking into account the required amount of over-sampling.

In our study, the selected number of members is determined as $1$ size smaller than the size of the smallest cluster (i.e. $n =$ smallest cluster - 1). This size is opted since it enables us to take as many members as possible into account for generating more realistic instances while it makes the task possible (larger $n$ causes errors). In addition, in order to generate less artificial instances (i.e. virtual students), we only generate the virtual instances and add them to the small clusters to have similar size as the largest cluster. Figure 3 presents the running flow of our balancing approach. Table II shows how the size of each cluster was changed before (B) and after (A) balancing.

![Fig. 3: Running flow of our balancing approach.](image)

To balance the clusters, we have considered all data that we have collected from the students. Table III classifies the collected attributes that were used to generate new instances for the minority clusters. Although the number of attributes that were used for each year was around 2000, all could be categorized in one of the mentioned clusters in Table III.

### TABLE II: Size of each cluster before (B) and after (A) balancing for each year.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>2013-14</th>
<th>2014-15</th>
<th>2015-16</th>
<th>2016-17</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>14</td>
<td>3</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>Two</td>
<td>14</td>
<td>11</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Three</td>
<td>13</td>
<td>9</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>Four</td>
<td>11</td>
<td>9</td>
<td>22</td>
<td>22</td>
</tr>
</tbody>
</table>

Algorithm 2 presents our solution to balance the generated clusters using virtual students. This algorithm works based on the students’ clusters generated by the Algorithm 1 and a SMOTE technique. In Algorithm 2, the $\text{Clus}_B$ refers to a balanced dataset.

### Table III: Data attributes.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Remark</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>XP</td>
<td>Quizzes, Labs, Multi Media Presentation, Quest</td>
<td>0, 1, 100, 150</td>
</tr>
<tr>
<td>Badges</td>
<td>Collected Badges</td>
<td>0, 1, 2, 3</td>
</tr>
<tr>
<td>Attendance</td>
<td>Attending Classes</td>
<td>Binary</td>
</tr>
<tr>
<td>Gender</td>
<td>Student’s Gender</td>
<td>Binary</td>
</tr>
<tr>
<td>Activity</td>
<td>Activity Frequencies</td>
<td>Frequency</td>
</tr>
</tbody>
</table>

**Algorithm 2: Virtual Students Generation.**

**Input:** All students $S_a$. All data $D_a$, $C_a$ from Alg 1.

**Output:** Balanced clusters using virtual students.

```plaintext
1. for (1 to (number of clusters)) do
2. $L_i \leftarrow \text{Size } C_{a_i}$;
3. $L_s \leftarrow \text{Max } L_i$;
4. $L_e \leftarrow \text{Min } L_i$;
5. for (1 to (number of clusters)) do
6. $R_i \leftarrow \text{round} (\frac{L_i}{L_s})$; $R$ is a ratio that shows how much an $i$ cluster needs to enlarge.
7. $n = L - 1$;
8. $\text{Class}_B \leftarrow \text{SMOTE (D, } R, \text{dist } = \"Euclidean\", k = n)$;
9. Return $\text{Class}_B$;
```

### D. Data Attribute Selection

Balancing the clusters of datasets results in creating large data having many attributes. To identify, which attributes are important for the grade prediction task, we have used an attribute selection technique. Attribute selection is a technique to determine the relevant and informative data attributes while discarding the redundant and the irrelevant ones [22]. It has several benefits. First, the irrelevant attributes might cause the over-fitting problem [30]. For example, in our case, if we use the students’ ID as an input variable for the grade prediction, an over-tuned machine learning (ML) algorithm might conclude that the final grade can be determined by the students’ ID. Second, it has impact on the interpretability (easy to understand) of the obtained results of a predictive model [24]. Attribute selection can also enhance the learning speed of inductive learner algorithms (e.g. Naive Bayes), reduce their storage volume, and decrease the noise caused by redundant and irrelevant attributes [46].

All attribute selection algorithms fall in two categories: filter and wrapper. Wrappers assess attributes by means of estimated accuracy provided by a target algorithm. Filters apply general data characteristics for attribute assessment, and it works separately from any learning algorithm [22]. In this study, we have used a Boruta algorithm [38], which is applied in several Kaggle competitions for selecting the important attributes [37].

Boruta is a wrapper that employs a Random Forest algorithm. It iteratively compares the importance of the original attributes with the shadow ones, which are generated by shuffling the original attributes. The original attributes that have lower importance than the shadow ones are dropped while the higher ones are accepted as the confirmed attributes. The shadow attributes are re-generated in each iteration. Boruta stops when no confirmed attributes are left or the stop criteria is met (i.e. max iteration) [38]. The running flow of the Boruta algorithm is shown in Figure 4.
E. Grade Prediction

After identifying the informative attributes and dropping the irrelevant ones from the data, we have used the data to predict the final grades of the students. For that, we have employed the regular form of three predictive algorithms, which are Naive Bayes (NB), Random Forest (RF), and K-Nearest Neighbor (KNN).

- **Naive Bayes (NB):** NB is a classifier, which works based on the Bayesian theorem [75] and a naive assumption that claims all data attributes are independent [87]. It has several benefits. First, it has a simple design process due to using a very intuitive technique (i.e. not having various parameters to be tuned). Second, it does not need much data to train the model. Third, it is computationally fast to make decisions. Finally, since it returns probabilities as results, it is more straightforward to use the results for a wide range of tasks than if a random scale was employed [80].

- **Random Forests (RF):** They are a combination of decision tree predictors (i.e. an ensemble learning approach). The trees are depending on the values of random vectors, which are sampled independently while having the same distribution [14]. RF are widely used by researchers and have various advantages. Some of the advantages are: having high classification accuracy, ability to model complex interactions among predictor attributes, dealing with data having numerous attributes, reducing the overfitting issue, ability to train the trees in parallel, and finally its insensitivity to emissions in data because of random sampling [66], [81].

- **K-Nearest Neighbor (KNN):** It is one of the main and simplest classification approaches, and should be one of the first choices when the data distribution is unknown [62]. KNN classifies an instance using a majority vote of its K neighbors. Therefore, it works by estimating the distance among the instances using a distance function [41]. Besides its simplicity, KNN has other advantages. First, it is easy to implement and debug due to having a transparent process. Second, there are several techniques to reduce the noise that only work for KNN, which result in enhancing the classification accuracy. Finally, in a situation that the output clarification is needed, KNN can be highly effective by analyzing the neighbors [20].

To predict the students’ final grades using the mentioned algorithms, we first categorized the final grades of the students. In our university, the final grades are calculated based on a 20-points grading system. To this end, after our discussion with the MCP course instructors, we came up with the following categories:

\[
\text{For Each Final Grade } (G) = \begin{cases} 
    A & \text{if } 18 \leq G \leq 20 \\
    B & \text{if } 14 \leq G < 18 \\
    C & \text{if } 10 \leq G < 14 \\
    D & \text{if } 0 \leq G < 10 
\end{cases}
\]

For the grade prediction, our task is to predict the label of each category (i.e. A, B, C, or D). The data that is used to predict these labels are detailed in section V. As a brief explanation, for each academic year we use five datasets, collected until the middle and end of March, end of April, May, and June (Figure 5). It allows us to analyze how early we can predict the final grades having a promising accuracy.

V. Evaluation and Discussion

In order to assess the performance of our prediction approach, we used the data collected from the MCP course since the academic year 2010-2011. For each academic year, we have considered five subsets, accounting for a different time span (columns 4 to 8 in Table IV). Figure 5 shows a graphical view of these subsets (datasets). Using these datasets enabled us to monitor which approach consistently worked better than the rest of approaches.

![Fig. 5: Datasets used for grade prediction. In MCP, students became active (getting XP) around 20 of February.](image)

The details of these datasets are presented in Table IV. As presented in this table, the sparsity of datasets for all years was around 70%. The third column of this table presents when the first XP was obtained (students became active). In this study, we ignored those students that obtained less than 3000 XP or their final grades were less than 3.

**TABLE IV: MCP Datasets Statistics.**

<table>
<thead>
<tr>
<th>Years</th>
<th># Students</th>
<th>1st Taken XP</th>
<th>Mid March</th>
<th>End March</th>
<th>End April</th>
<th>End May</th>
<th>End June</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010-11</td>
<td>35</td>
<td>15 Feb</td>
<td>0.69</td>
<td>0.68</td>
<td>0.64</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>2011-12</td>
<td>52</td>
<td>17 Feb</td>
<td>0.73</td>
<td>0.71</td>
<td>0.70</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td>2012-13</td>
<td>54</td>
<td>18 Feb</td>
<td>0.64</td>
<td>0.63</td>
<td>0.64</td>
<td>0.64</td>
<td>0.67</td>
</tr>
<tr>
<td>2013-14</td>
<td>47</td>
<td>19 Feb</td>
<td>0.75</td>
<td>0.72</td>
<td>0.72</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>2014-15</td>
<td>47</td>
<td>19 Feb</td>
<td>0.76</td>
<td>0.73</td>
<td>0.73</td>
<td>0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>2015-16</td>
<td>85</td>
<td>16 Feb</td>
<td>0.76</td>
<td>0.74</td>
<td>0.73</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>2016-17</td>
<td>90</td>
<td>20 Feb</td>
<td>0.74</td>
<td>0.71</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>2017-18</td>
<td>117</td>
<td>22 Feb</td>
<td>0.76</td>
<td>0.75</td>
<td>0.75</td>
<td>0.72</td>
<td>0.74</td>
</tr>
<tr>
<td>2018-19</td>
<td>50</td>
<td>18 Feb</td>
<td>0.73</td>
<td>0.71</td>
<td>0.72</td>
<td>0.71</td>
<td>0.73</td>
</tr>
</tbody>
</table>

In Figure 6, we compared the final grades of the students in different years. As shown in this figure, the average grades were around 15. In addition, there were several students that failed the course mostly
after the year 2015-2016. Figure 7 presents the average XP that is obtained by each cluster every year. Three groups of students were only identified in 2010-11. In 2011-12, there was no limitation for obtaining XP, therefore the average XP was higher than the other years. The same pattern can be seen in Figure 6.

Figure 8 presents the density of students’ activities during a semester. For that, every single activity by a student is considered one, such as posting or opening a page. At the beginning of a semester, students were exploring the course, therefore, we had a high density while in April the density dropped due to having several holidays in this month. At the end of all semesters, the density is raised again since students were trying to enhance their grades, which influenced the density of their activities.

A. Evaluation Metrics

To evaluate prediction methods, we predicted the grade categories of the students (i.e., A, B, C, or D) using various datasets. As mentioned already and also shown in Figure 5, we used five subsets of the dataset for each academic year, accounting for a different time span. After the grade prediction, the results were compared with the actual grades of the students and the accuracy was calculated. The overall accuracy was defined as the total number of correct predictions divided by the total number of predictions, as presented in Equation 2 [35].

\[
Overall \text{ \ Accuracy} = \frac{\sum_{i=1}^{K} T_{i}}{n}
\]  

We also estimated the Kappa statistic (Kappa coefficient) for the results. It basically shows the reliability of the prediction results (not obtained by chance), which was calculated using the Equation 3 [85].

\[
K = \frac{P_o - P_e}{1 - P_e}
\]  

In Equation 3, \(P_o\) indicates observed agreement among actual grades and the predicted ones while \(P_e\) is the probability of chance agreement between the predicted and the actual grades. In Kappa, 1 presents perfect agreement while 0 indicates agreement equivalent to chance.

B. How Early For Grade Prediction

Besides predicting the students’ final grades, we also need to answer one of the main questions of this study, which is: “How early can we predict the students’ final grades having a promising accuracy?”. To answer this question, we decided to analyse the students’ performance through each semester and check when their performance became stable and their ranks got steady. Our assumption by that was as soon as having the stability in the students’ ranks and performance, our grade prediction become less noisy and more accurate. To this end, we estimated the students’ ranks through the entire semesters using the accumulated XP obtained by each student. The XP was selected since the students’ final grades were calculated based on it.

Figure 9 presents our analysis for the students’ ranks through each semester. In this figure, the x-axes present the duration of each semester while the left y-axes indicate the students’ ranks. In each year, a rank of a student is plotted as a line. For all years, the students were clustered into 4 groups (reason is explained in section IV-B) except 2010-2011 that we only had 3 clusters (clusters are presented with different colors). The average of students’ final grades of each cluster are mentioned on the right y-axes of plots. As presented in Figure 9, by enhancing the students’ ranks their average final grades were also getting better.

For each semester, we considered similar initial ranks for all students. Their ranks got diverse by obtaining XP. As shown in Figure 9, in some years, there were a few students that their initial ranks were different than the others, such as the year 2011-2012 that there were a few students with the initial rank 50. These were the ones that registered and started the course later than the others.

In Figure 9 (like in [49]), we see that the students’ ranks varied a lot in the first month of each semester (up to the vertical dash-line in each plot). It can be due to the reason that the students were faced a new course and did not know how to study it. So, they could not perform enough tasks, and subsequently not obtained enough points (XP). Interestingly, we see that the ranks became significantly stable after the first month (after middle of March). In other words, before the middle of March (left side of the vertical dash-lines) the students’ ranks were fluctuated a lot while after the first month (right side of the dash-lines) there was not much variation and the ranks got notably steady. Hence, we expect to have a promising prediction around the middle of March.

C. Prediction Results

As mentioned in the previous sections, Our Method works based on three algorithms to predict the final grades of the students, which are: Naive Bayes (NB), Random Forest (RF), and K-Nearest-Neighbor (KNN). In order to be sure about the quality of Our Method, we compared its performance with the following methods:

- **Baselines**: In these methods, the NB, RF, and KNN algorithms were used on the datasets to predict the final grades of the students. Here, the data was not balanced and the feature selection technique was not used.
- **Confirmed Features**: In these methods, initially the irrelevant and unimportant data features were dropped using a feature selection technique, and then the final grades were predicted using the NB, RF, and KNN algorithms.
Fig. 8: XP acquisition density by each group for all semesters. The reasons for clusters are explained in section IV-B.

- **Reverse Methods**: These methods took the same steps as **Our Method** while they first used the feature selection technique and then balanced the datasets but in **Our Method** we first balanced the data and then used the feature selection technique.

  All the mentioned prediction methods were generated using 75% of the data as training set and 25% as test, and their prediction ability was tested using a 10-fold cross validation technique [54]. The accuracy results are presented in Table V, and the best results are bold. As shown in this table, the best results were mostly made by **Our Method**. Our justification for outperforming the **Reverse Methods** is that **Our Method** used more data to balance the datasets while the **Reverse Methods** balanced the data after dropping the attributes that were detected as the irrelevant ones.

  In this study, our main focus is on the early prediction of the final grades, hence, the mid march results are more significant than the other results for us. Although **Our Method** outperformed the **Baselines, Confirmed Features, and Reverse Methods**, it is still not clear which version of **Our Method** (i.e., RF-Based, NB-Based or KNN-Based) had the best performance using the mid march data. To this end, we estimated the average accuracy of the results of these three versions of **Our Method** and presented in Table VII. As presented in this table, the average accuracy of the RF-based algorithm was 78% while it was descended to 72.7% and 74.7% using the NB-based and KNN-based algorithms, respectively. Therefore, **Our Method** based on the RF had a better performance than the ones using the NB and KNN algorithms.

  In Table V, we also see that the accuracy results (for the mid march) for the years 2010-2011 and 2011-2012 were higher than the rest of the years. It can be due to the reason that the initial version of the course was without the Skill Tree (explained in Section IV-A1). So, it was more simple and straight forward (less confusing) for the students to learn and obtain XP, while enabling us to identify their types having a better accuracy in comparison with the rest of the years. After 2011-2012, the results slightly got worse (for the mid march) due to adding different type of learning activities and tasks to the course, and subsequently made it more complicated for the students to learn and obtain XP.

  In order to be sure about the reliability of the obtained accuracy, we presented the Kappa statistic results in Table VI. As shown in this table, **Our Method** outperformed the other ones for almost all years. Like the accuracy results, we estimated the average Kappa of **Our Method** and presented in Table VII. The average Kappa (for the mid march) using the RF-based algorithm was 62.9% while for the NB-based and KNN-based algorithms were 57.6% and 56.2%, respectively. Again, **Our Method** based on RF outperformed the other ones.
Fig. 9: Students’ ranking during nine semesters. The right y-axis of each figure presents the average final grade of each students’ groups. We often have four student groups while for the year 2010-2011 we only have three groups.

TABLE VII: Average accuracy and Kappa of Our Method.

<table>
<thead>
<tr>
<th></th>
<th>Mid March</th>
<th>End March</th>
<th>End April</th>
<th>End May</th>
<th>End June</th>
<th>ACC</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.78</td>
<td>0.799</td>
<td>0.815</td>
<td>0.857</td>
<td>0.95</td>
<td>0.629</td>
<td>0.651</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.727</td>
<td>0.724</td>
<td>0.764</td>
<td>0.824</td>
<td>0.918</td>
<td>0.576</td>
<td>0.675</td>
</tr>
<tr>
<td>KNN</td>
<td>0.747</td>
<td>0.746</td>
<td>0.793</td>
<td>0.855</td>
<td>0.919</td>
<td>0.562</td>
<td>0.671</td>
</tr>
</tbody>
</table>

VI. DISCUSSION

In the previous section, we have presented that Our Method outperformed the other approaches in predicting the final grades of the students. In spite of being successful to predict the grades with a promising accuracy, in this section, we aim to highlight the limitations of our study.

A. Static Students’ Clusters

In this study, we often considered four clusters among the students and predicted their final grades based on that. Although other studies, such as [8] and [67] also identified four students’ groups, 4 number of clusters can not be highly promising, since in some years, such as 2017-18 and 2018-19, 5 also can be a good candidate for the number of clusters. In addition, in our case, the number of clusters can vary for different years since the number of students increased during the years while new tasks and activities were added to the course in different semesters.
### TABLE V: Accuracy Results of Prediction Methods.

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Confirmed Features</th>
<th>Reverse Method</th>
<th>One Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010-2011</td>
<td>0.57</td>
<td>0.67</td>
<td>0.76</td>
<td>0.67</td>
</tr>
<tr>
<td>2011-2012</td>
<td>0.67</td>
<td>0.78</td>
<td>0.86</td>
<td>0.78</td>
</tr>
<tr>
<td>2012-2013</td>
<td>0.78</td>
<td>0.86</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>2013-2014</td>
<td>0.86</td>
<td>0.90</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>2014-2015</td>
<td>0.91</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>2015-2016</td>
<td>0.93</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>2016-2017</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>2017-2018</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>2018-2019</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
</tbody>
</table>

### TABLE VI: Kappa Results of Prediction Methods.

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Confirmed Features</th>
<th>Reverse Method</th>
<th>One Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010-2011</td>
<td>0.57</td>
<td>0.63</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td>2011-2012</td>
<td>0.67</td>
<td>0.70</td>
<td>0.81</td>
<td>0.75</td>
</tr>
<tr>
<td>2012-2013</td>
<td>0.78</td>
<td>0.81</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>2013-2014</td>
<td>0.86</td>
<td>0.89</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>2014-2015</td>
<td>0.91</td>
<td>0.90</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>2015-2016</td>
<td>0.93</td>
<td>0.92</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>2016-2017</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>2017-2018</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>2018-2019</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
<td>0.94</td>
</tr>
</tbody>
</table>
In addition, having a static number of clusters might influence the accuracy of the prediction results. It is of interest to consider the dynamic number of clusters during a semester.

B. Additional Student Data

Although in this study we only used the data from the current semester of the students, it is significant to analyze how various types of data, such as the students’ CGPA or their grades on the past main courses, influence the accuracy of the grade prediction.

C. Experiment Size

A study like ours needs an appropriate sample size for the evaluation. A small sample might not be challenging enough to show all drawbacks of the method while a large sample might be costly both in terms of money and time and not necessary. Although we had datasets from 9 years, our paper could benefit from datasets having more students, which also could be useful to assess the evaluated methods in the case of scalability.

D. Type of Course

In this study, we have used the data from the MCP course. In this course, students’ grading is made in a continuous manner throughout a semester, which makes our prediction model possible. However, this course is very different from the traditional ones, where a student grade is made using a midterm tests, some graded labs, and a final exam. It is of interest to implement a model that is able to predict the final grades of the students using the data from the traditional type of courses.

VII. DESIGN IMPLICATIONS

Our Method as well as the evaluation results and the mentioned drawbacks propose additional research directions. The most significant ones are the following:

Student Learning Time In spite of using various type of data, which is explained in Table III, we did not apply students’ learning time to predict their final grades. Students’ learning time is significant, since different students might collect similar XP from the same task but it might take different amount of time for them. So, it clarifies how good are the students in learning the course.

Personalization In this study, we predicted the students’ final grades having a promising accuracy at the early stages of the course. It is of interest to recommend various learning materials covering different level of difficulties based on the predicted grades for the students.

Gender is Not Significant In our study, the students’ gender was always one of the first data attributes that was detected by the feature selection technique as an irrelevant and unimportant students’ feature. So, the researchers might ignore it for the grade prediction task.

Data Availability In e-learning, the students’ data often can not be released due to the privacy concern. Therefore, there is always the problem of lack of public data, which makes it difficult to compare the methods proposed by different researchers. Having such datasets, in particular the large scale ones, can promote the researches in this field significantly.

Supplementary Data One of our tasks in this study was to predict the final grades using only the students’ data in the current semester. It is of interest to collect and apply various type of data, such as understanding degree of the students, their learning style [69], objectives, motivation, or the difficulty level of the learning materials, to predict the final grades of the students.

VIII. CONCLUSION

In this study, we predicted the final grades of the students having a promising accuracy at the early stages of a course. For that, we initially clustered the students into different groups using the accumulated XP that they obtained during the course. Then, the clusters were balanced by generating and adding virtual students to the smaller clusters. Finally, the irrelevant students’ attributes were dropped from the data and their final grades were predicted using three algorithms. Our Method was evaluated using the data collected from a gamification course for nine years. The results showed that for all years we could predict the students’ final grades at the end of the fourth week of a semester.

In the future, we plan to extend our grade prediction approach for personalizing the course materials for the students, and also consider dynamic number of students’ clusters during a semester.
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