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Predicting the ppularity of a news storyis a difficult task[9].

The process of predicting news stories popularity from several POPularity of a storganbe measurech terms ofthe number of
news sources has become a challenge of great importance for bot}j€Ws, votes or clickst receives in a period of timeClick-

news producers and readdrsthis paper, we investigate methods

for automatically prediahg the number of clickson a news story
during one hour Our approach isa combination of additive
regression and bagging applied over a M5P regressiongieg a
logarithmic scale l6g;g). The featuredncluded aresociatbased
(social network metadatafrom Facebook), contentbased
(automatielly extracted keyphrass, and stylometric statistics

from news title}, and timebased In 1% Sapo Data Challenge we

obtained11.99% as mearelative errorvaluewhich put us in the
4" place out of 26 participants

Categories and Subject Descriptors
H.3.3 Information Search and Retrieval]: Information filtering

General Terms
Algorithms, Measurement, Experimentation.
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1. INTRODUCTION

OCan we predict the number dicks that a news story link
receives during one hodRThis was themain research question
proposed in thel™ Sapo Data Challeng® Traffic predictiort

launched byPT Comunicas>es.Sapois the largest Portuguese

web portal Its home pagehttp://www.sapo.ptreceivesabout 13
million daily page views and 2.5 milliodaily visits’. The home

through rate €TR) is the most popularvay of measuringsuccess

[7, 10]. It is defined as the ratio of the number of times the user
clicked on a page link and the total number of times the link was
presented.

Popularity of a news storyis influenced bymany factors,
including theitemOsuality, social influenceand novelty The
item@ quality is mixture of fluency, rhetoric devices, vocabulary
usage readability level, and the ideas expressdgudch makes
quality hard to measureg[15]. The social influenceonsists on
knowing about othepeopleOshoices and opinion9]. Salganik
et al. [15] show that itemOs qualiig a weakerpredictor of
popularity than social influenceThis partially explains the
difficulty of predicting article populaity based solely on its
contentand novelty

Most popular portals such d&igg and Slashdot allowsers to
submit and rate news stories by votingtbem. This information
is often used by a&ollaborative filteringalgorithm to predict
popularity, selectand ordemews itemg8, 9, 16] Typically, these
models perform linear regressiofi8] on a logarithmically
transformed data.

In this paper, weresent an approach for predicting the click rate
based oma combination of contetiiased social networkbased
and timebasedfeatures. The main novelty of the approacthis
type of contenbased featuresve extract (e.g.: number of
keyphrases), the inclusion of tiabased features, and the

page has several sections that link to different types of content,Prediction process thatombines severalegressionmethodsto

such as news, videos, opinion articles, blog previews, etc.

produce and estimat# a number of clicks per hour

Currently, the selectiorand ordering of news stories is done This paper is organized as follows: Sectiopr@sentshe dataset
mostly manually by the site editors. Obviously, manual solutions Used to train and test our predictions systéva desription of the
do not scale and we need to find a method for automatically Proposed prediction methodology presented irSection 3; the

predicting popularity of news stories.
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results are descridein Section 4, and Section Bontains
conclwsionsand suggegins forfuture work.

2. Dataset

The dataet contains 13140nk-hour entries from 1217 news
stoy links gatheed from several news sourcesover 15
consecutivedays. Each link-hour entry records the number of
clicks on a particulalink shown in &poPortal (Figure 1during

a particular hourEach entrycontains ields:

1. Line Number: number identifying the entry



2. Date + Time information: the date and daytima iEy
which the hits took placas a string

3. Channel ID: anumberidentifying SapoGsurce
(channe) that produced the conteffthere are coents
from 18 differentsources

4. Section (topic): there are 5 possible sectiogeneral
sport economytechnology andlife.

5. Subsection: each placeholder is further divided in five
subsections: OmancheteO, OheadlinesO and OrelatedO, ¢ 4.76 952
OfooterO and OnullO. This is an important parameter
becauseachsibsection is visually smallehanthe
previous onesvhenpresented to the user (Figure 1).

6. News ID: an integer identifying the content.

Figure 3: Natural Logarithmic Distribution of Number of Clicks.
7. Number of hits/clicks: the number of hits that the
linked content received, during one hour (see field 2

above). s [
8. Title: thetitle of the news story e e o o i
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Figure 5: Average number of clicks per hour.

3. Prediction Methodology
Figure 1: Sapo Portal (http://www.sapo.pt). To address the prediction of clicks challenge, we adopted
supervised learning framewqgrkased odWEKA [4],. It consists

Figure 2 shows the long tail distributi¢h] of number of clicks of 2 steps: featurextraction andregression

per entry. Figure 3 conveys the same information in a logarithmic

scale. We included Figure 4 to show the distribution of the 3.1 Feature Extraction

number of clicks per hour, which influences our prediction Figure 6 provides an overviewf the feature extraction process
methods. Figure Sews the average number of clicks per hour. It which starts with the initialb@sg features taken from thiataset
is interesting to note that 9 a.m., 12 a.m., and 10 p.m. are the peakntries and produces an enriched set3ofypes of features:

hours. During day hours the average number of cigksore or  content-based social networkbased and timebased The
less constant, i.¢he boundary between working hours and leisure contentbased featuresinclude the number of web pages
hours isnot visible. containing the same titleFy), the number of occurrences of

e certain key phrase® news articles(F3), and thestylometric

featuresof the title F4).
Content-based features (F1, F3, and F4)

We use the news title as quernytlie SapoRSS search interface to
get the total number of stories with the same tR{®) (

Facebook Stats
semme . o P s Initial Title | Extraction
i . Features U
6815 13629

Text Extraction AKE Al
Features

S

Figure 2: Distribution of Number of Clicks (Y-axis contains
number of entries and X-axis is the number of clicks)

Title Features
Extraction

Figure 6: Feature Extraction Enrichment Process.



The main textual content is extractesingthe boilerpipe library conventionadecisiontreewith the possibility of linear regression

[5]. Our supervisedAutomatic Keyphrase Extraction (AKE}11] functions at the nodekirst, adecisiontreeinduction algorithm is
methodis appliedover theextractednewstext from tte training used to build atree but then, instead of maximizing the
set documentgo create a list key phrase$he AKE system, information gain at eah inner node, a splitting criterion is used
developed for European Portugues®d&icas News[11] , is an that minimizes the intraubset variation in the clasalues down
extended version of Maimdexer toolkit[12] , which in turnis an each branch. The splitting procedureNtbP stops if the class
improved version of KEA19]. The system can be easily adapted values of all instances that reachate vary very slightly, or only
to support other languages such as English. a few instaces remain.

We filtered key phraes extracted using the AKE systemith a Bagging

confidence levelower than 50%.Their number of occurrences Bagging also knownas Bootstrap aggregatings a machine
used as featuresf an article(F3). The final list of key phrases  |earningmetaalgorithm proposed by Breimaf] which is used
contains 34 key phrases.g.:Portugal, United Statesmarket. with many classification and regression technigussch as

decision tree model® reduce the variance associated with the

These key phraseare used to compare the content of news - . )
predictions, thereby improving the results.

stories.

The stylometric features of the titl&4) include: the number of The idea gons_lstsf using multiple versions O.f a training set;
words, maximum word length, minimum word length, the number each version is created by randomly selecting samples of the

of quotes, the number of capital letters, and the number of namedraining dataset, with replacement. For eashiset, a

entities iderified by MorphAdorner Name RecogniZer regression model is built by applying a previously selected
. learning algorithm. The learning algorithm musmain the
Social network-based features (F2) same in all iterations. Theinfl prediction is given by

The social networbased features are metadata information averaging th@redictions of all the individual classifiers
retrieved from FacebookFR). The sociabased features are Additive Rgression(AR)

extracted by calling the Facebook API and retrieving Facebook - ; i i ) )
Additive regression or Stochastic Gradient boostifg], is a

Metadata or statistics containing the URL of the article: the _ ; > v
machine learninggnsemblemetaalgorithm or metaclassifier It

number of shares, the number of likes, the number of comments, ! A
and the total number of occurrences in Facebook data. We havénhancethe performance adrother regression classifier (base
) such asegression tree

also extracted Twitter metadata, i.e., the number of tweets, but itVeaklearney ! (!
was excluded because Portuguese news tweets containing URLShis method is an iterativalgorithm, which constructs additive
are rare. models §um of weak learner® Equation 2 by fitting a base
Time-based features (F5) Iearr!er to the current res_idmteach iteratiorj. The residue is the
gradient of the loss functiol(t;, §); wheret; is the true value of
There are 3 timéased features: day, time and the number of the sample and; = H,.1(x). The default loss function is least
hours elapsed from the initial publication of the arti€lB)( squares.At each iteration a subsample of data is drawn
uniformly at random, without replacement, from the full
training set. This random subsample is used to train the base
learnerh, (! ) to produce a moddEquation 2)for the current

The number of hourglapsedfrom theinitial publication of an
article (F5) is used as the initial approximation of itsvelty.

3.2 Regression iteration.

The goal of regression methods is to build a functfipg that k

maps a set of independent variables or featuxds X2,..., Xp () = Z! p 1y (U )UETTTIE ARTIMINILAD L OMLORY DOOLAE TOOOLE vy ey
into a dependentariableor labelY. In our case, we aim to build o

regression models using a training datase@réealict the number of

| . . - .
clicksin the test set where!, denotes the learning rate (expansamefficienty, k is

the number of iterations ands the features vector.
In this work we exploreé combingéon of regressioralgorithms.

We exploredlinear regressionregressiontrees REPTree and . . .. .
M5P.To further improve the results, we combingde best ~ COmbining Bagging and Additive Regression

performing regression algorithm (M5PWwith two meta Because bagging more robusthtan additive regression in noisy

algorithms:Additive Regressioand Bagging daasets, but additive regression perforbetter in reduced or
) noisefree data Sotiris [6] proposed theombination of bagging

REPTreebregressiorbased tree and additive regression and shesWmprovements for regression

The REPTreealgorithm isfast regressiontree larnerbased on trees.Our combination approach consisif using the bagging
C4.5[18]. It builds a regression tree using information variance metaclassifiers as the base classifiers ofdtditiveregression.
reducederror pruning (with backfitting), and only sorting

numeric attributes once. 4. Experimental Evaluation

. In this section, we describe the evaluation procedused during
MS5P Bregressionbased tree this work.We divided the evaluation in 2 stages first, the test
The M5P algorithm is used for bulding regressiorbased  set wasnot available and we used the training set for the

tree§14][17]. M5P is a reconstruction of Quinlan's M5 algorithm  experiments using ibld crossvalidation. When the test set
for inducing trees of regression modelsM5P combines a  became available, we trained on the whole training set and
evaluated on the test séle evaluated our resultssing Mean
Absolute Eror andRdative Absolute ErrorAssume thap;is the

% http://morphadorner.northwestern.edu predicted number of clicks antds the true value, then:
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The challenges results were presented in Cumulative Absolute
Error and Cumulative Relative error. In this paper we opted to
provide their means to make the results compar@himulative
results depend on the number of examplés3 important to note
that relative absolute errodisplayed in the KA interface
differs from the equations abgvand as a resultitas not used in
this work In the WEKA interface this measurdivides the mean
absolute error by the corresponding error of the ZeroR classifier
onthe data (i.e.: the classifier predicting the prior probabilities of
the classesr values observed in the data).

Table 1 shows the resultsusing several superviseshachine
learning techniquesobtaired in the first evaluation stagerlhis
evaluation was performed ihe training setusing 10 fold cross
validation. We tried bothREPTreeand linear regression, because
they have a faster training time. In addition, linear regression is
the most frequent method selected for popularitjimedion.
Nevertheless, they were outperformed by M5P.

M5P regression generates oetlipredictions, i.e.: a negative
number of click or very large number of clicks. We have
considered two possibilities to solve this problem: eitbetting

all outliers b 1; or changingthe negative outliersaluesto 1 and

the positive outliers to the maximum number of clickke first
solution gave better results. The lack of information justifies the
occurrencedf these outliers. Thereforewe usedhe most frequent
value(1) given the number of clicks distributi¢Rigure 2.

The conversion of the number of clicks @logarithmic scale
helped to approximata linear distributiorto which our methods
could be better suitedThis fact is easy to understand by
comparingthedistributionof clicksin Figure2 and3. In addition,

it also helped to eliminate outliers.

Table 1 — Results obtained in the training set using all features
and 10 fold cross-validation (p-value = 0.0).

Configuration MAE MRE
Linear Regression 223.09 49.07%
REPTree 199.09 27.31%
M5P 189.86 27.51%
AR+Bag.+M5P 183.14 26.84%
AR+Bag.+M5P + (outliers 171.30 24 65%

values setto 1)

AR+Bag.+M5P+logg 158.85 5.04%
AR+Bag.+M5P+In 158.46 5.00%

Table 2 captures the influence of the enrichment process by
showing the improvements of adding new features. The values
were obtained using M5P on the training aetl 10 fold cross
validation. The improvements obtainedising social meia
features (F2) were liméd. This meana low correlationbetween

the sharing of Portuguese news Social Networksand the
number of accessto Sapoportal

The best performing features were the keyphrase based features.
They capture semantic information at a more detageellthan

topic information does.nformation about locations, such as
Lisbon and Oprto (the capital of Portugal and the second most
important city in Portugal); sports clubs e.g.: Benfica, (Futebol
Clube do) Porto, politics e.g.: European Union, Gre&eeope;
economics, e.g.: feenarket; and technology, e.g.: computers.

The stylometricfeatures extracted from the titl&4) were also
useful to reduce both MAE and MRE. Thamber of hours from
the initial publication F5) conveys a very small improvement
the results. We observed improvemeiith the Base features and
when we include bagging and additive regression.

Table 2 - Results in the training set using MSP and 10 fold
cross-validation (p-value = 0.0).

Features MAE MRE
Base 223.92 49.68%
Base+F1 222.78 48.81%
Base+F1+F2 222.37 48.88%0
Base+F1+F2+F3 194.10 29.300
Base+F1+F2+F3+F4| 189.86 27.51%
All 189.86 27.51%

Table 3 present the results obtained in the testise¥lAE and
MRE, but the challenge usebet cumulative absolute error and
cumulative relative error The results for all participantsare
available in the challenge final results webgag®ur prediction
system obtained the"4place out of 26 participastfrom 9
countries.

Without applying the logarithmic transformation, our system falls
into 7" place.

We noticed the MRE for the test set was higher. Close
examination of the test set revealed that somits characteristics
were different from the traing set. For example, the average
number of clicks and the variance in the number of clicks were
significantly higher in the training set which caused the algorithm
overestimate the number of clicksiia predictions for the test set.
That may explaintte discrepancy in the results.

Table 3 - Results in the test set (submitted to the Challenge)
(p-value = 0.0)

Configuration MAE MRE
AR+Bag.+M5P 226.84 54.54%
AR+Bag.+M5P+In 15286 12.38%
AR+Bag.+M5P+logg 152.59 11.99%

4 http://labs.sapo.pt/blog/2011/06/20 ksipedatachallengefinal-results/



5. Conclusions

In this paper we descridehe problem of predicting the number
of clicks that a news story link receives during one heal data
from the larg@st Portuguese web portalaf® was used to train
and test our proposed prediction methodolode @latavas made
availableto all participants ofthe ' Sapo Data Challenge
Traffic Prediction.

Despite the fact that predicting itémpopularity per houris a
very difficult task, our approach obtained resuftsttare close to
the realnumber of cleks (12% MRE and 152 MAE). Tlse
results yield us a 4th place (in alitegorieyin the challenge over
26 participants

Results have shown that the sotiakedand timebasedfeatures
had little correlationwith the number of clicks in the portdh
contrastthe contentbased featurelsad a very large impacfThis
contradicts the results obtained by Lerman [8W@jich, perhaps,
can be explaiedby their use oDigg, a social media news site.

Regarding the method, the usage of logarithmic scalehen t

[4] Hall, M., Frank, E., Holmes, G., Pfahringer, B.,
Reutemann, P. and Witten, I.H. 2009. The WEKA data mining
software: an update. ACM SIGKDD Explorations Newsletter. 11,
1 (2009), 1@18.

[5] Kohlschutter, C., Fankhauser, &1d Nejdl, W. 2010.
Boilerplate detection using shallow text features. Proceedings of
the third ACM international conference on Web search and data
mining, 44450.

[6] Kotsiantis, S.B. 2007. Combining Bagging and Additive
Regression. Sciencééew Yok, 61-67.

[7] K3nig, A.C., Gamon, M. and Wu, Q. 2009. Click
through prediction for news queries. Proceedings of the 32nd
international ACM SIGIR conference on Research and
development in information retrieval (K.,USA), 34#E854.

[8] Lerman, K. 2007. Social farmation Processing in
Social News Aggregation. IEEE Internet Computing: special issue
on Social Search. 11, 6, A#8.

9] Lerman, K. and Hogg, T. 2010. Using a model of social

number of clicks had the greatest impact on the final result, dynamics to predict popularity of news. Proceedings of the 19th

especiallyon MRE (almost 20% improvement on the training set
using 10 foldcross validation). However, both the refinement of

the regression methods used and the constant setting of thé10]

outliers obtained visible improvements. In fact for the MAE
results, improvements of 16 and X#rcentage pointwere

internationalconference on World wide web (2010), 6830.

Liu, J., Dolan, P. and Pedersen, E.R. 2010. Personalized
News Recommendation Based on Click Behavior. In Proceedings
of the 14th International Conference on Intelligent User Interfaces

obtained for the regression refinement and outlier treatment, (Hong Kong, China)31-40.

which, in total, are more than the double of the improvement [11]

obtained with thedgarithmic scale transformation (thdeldeda
gainof 13 percentage points

In future work we will investigate ways tincrease the usef
automatickey-phraseextraction, e.g.including a larger set of
conceptdhatbetter capturéhe document contémand topics We
will also exploref the incluson of sentiment malysis featuresan
improve the accuracy of our predictions
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