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Abstract— Patients are often discharged prematurely from 
Intensive Care Units (ICU) due to clinical resource limitations, 
economic pressure or poor discharge planning. The readmission 
of such patients is associated with an increased risk of death and 
is currently viewed as a marker for poor quality care. Several 
studies have focused on predicting which patients are likely to be 
readmitted, using techniques such as logistic regression or 
machine learning algorithms, and based on physiological data 
measured during the patients’ stay at the ICU. So far, no 
published algorithms have been able to predict readmissions to a 
satisfactory degree. In this work we hypothesize that physicians' 
and nurses' notes could give a better explanation of both ICU 
discharges and readmissions, and propose using the text notes in 
an ICU database in order to build classification models for the 
prediction of readmissions. We tested the use of Fuzzy 
Fingerprints and other traditional text classifiers and compared 
them to a previously proposed model based on numerical data, 
obtaining very relevant improvements in the classification 
results, namely an AUC=0.8. 

Keywords—ICU readmissions; Fuzzy Fingerprints; Text based 
classification; MIMIC II; Weka. 

I. INTRODUCTION 
Improving quality, clinical effectiveness and reducing costs 

are nowadays the main concerns of healthcare delivers. In the 
intensive care unit (ICU), readmissions represent a type of 
adverse event that receives a lot of attention from the general 
medical community. Patients readmitted to the ICU have an 
increased risk of death. As such, it is of interest to keep patients 
in the ICU until such risk is minimal. However, longer stays 
are usually a marker for poor quality care, are dissatisfying for 
patients and family, and represent increased health care costs 
[4][27]. These contradictory aspects must be conciliated to 
minimize the readmission rate whenever a discharge decision 
is taken. 

Varying definitions of ICU readmission exist, but many 
authors consider as readmission the return to the ICU within a 
time period of 72 hours [23]. In this work we will abide to such 
definition. 

A recent review by Elliott et al. [23] has shown that despite 
decades of research, overall ICU readmission rates changed 
little over the last years, ranging from 1.3% to 13.7%. Some 

readmissions can be attributed to premature discharge from the 
ICU, either due to clinical resource limitations or poor 
discharge planning. 

In the United States, 30-day readmissions rates of 18% are 
estimated to cost between 15 and 17 billion annually among 
Medicare beneficiaries [37]. The Centers for Medicare & 
Medicaid Services (CMS) recently began using readmission 
rates as a publicly reported metric and to apply financial 
penalties to hospitals with rates above a pre-determined risk-
standardized goal [9]. 

To reach the goal of preventing readmissions and death, 
identifying the group of patients at risk prior to the discharge 
from the ICU is of paramount importance. Early identification 
might allow these patients to be kept in the ICU for a longer 
period, to triage the patient to an appropriate level of ongoing 
care, and to focus efforts in identifying early signs of 
deterioration [3]. 

From a pure clinical point of view, the importance of 
analyzing which patients should be discharged or kept at the 
ICU can be explained by the need to balance a prolonged and 
cautious health care delivery, with the drawbacks associated to 
their stay, such as increased risk of delirium and exposure to 
multi-resistant bacteria. 

There are different studies focusing on logistic regression 
by means of multivariate and univariate analysis to assess the 
risk of readmissions and evaluate outcomes in the critically ill 
[3][12][20][33][34][36]. Statistically significant risk factors for 
ICU readmission have been systematically reported in these 
prospective and retrospective cohort studies. The most 
commonly identified factors include: patient location before 
ICU admission; acute physiology score at the time of ICU 
admission; APACHE II score, age; co-morbidities; ICU length 
of stay; physiologic abnormalities at the time of ICU discharge 
or on the ward; ICU discharge at night or after hours; discharge 
to another critical care area or hospital; shock index (heart 
rate/systolic blood pressure), respiratory rate and Glasgow 
Coma Score and higher Nursing Activity Score at the time of 
discharge.  In spite of the growing popularity of these models 
among the research community, the role they play in 
supporting the physicians' decisions and in improving patients' 
outcomes remains uncertain. Currently, there has been an 



attempt to improve these conventional standard logistic 
regression techniques using machine learning algorithms such 
as artificial neural networks, fuzzy logic and decision trees, 
which resulted in predictive models with promising results in 
different ICUs [1][2][6][8]. However, there is no consensus on 
an ICU discharge risk stratification tool, and so far neither 
inpatient providers nor published algorithms were able to 
accurately predict outcomes [9][12][27][28]. 

Previous methods have used numerical data obtained from 
physiological variables measured during the patients stay 
before discharge [1][2][24] to build predictive models. In this 
work we hypothesize that physicians' and nurses' notes could 
give a better explanation of both discharges and readmissions, 
as they are a direct representation of the experts' views on the 
observable data and thus contain valuable knowledge that 
should be used to improve the results obtained using only 
physiological variables. Hence, this work proposes using the 
text notes in an ICU database in order to build classification 
models for the prediction of early readmissions. We tested the 
use of Fuzzy Fingerprints [10][11][29] and other traditional 
text classifiers, and compare them to a previously proposed 
model based on numerical data [24].  

This paper is organized as follows: Section 2 presents the 
MIMIC II ICU database and the used dataset. Section 3 
presents the numerical data classifier used as a benchmark. 
Section 4 details the text modeling approach. Evaluation and 
results are shown in Section 6. Finally, Section 7 presents the 
overall conclusions and discusses future work. 

II. MIMIC II DATABASE AND THE USED DATASET 
This study uses data from the Multi-parameter Intelligent 

Monitoring in Intensive Care (MIMIC II) Database which is a 
de-identified publicly available ICU database composed of 
detailed information of more than 32,000 patients [25]. Patients 
were admitted between 2001 and 2008 to the Beth Israel 
Deaconess Medical Center (BIDMC), an academic medical 
center in Boston with 620 beds, 77 of which are exclusive for 
critical care. MIMIC II includes information regarding patient 
demographics, physiological measures, procedures, 
medications, laboratory tests results, fluid balance and nursing 
notes, organized into a relational database. The MIMIC II 
database is formed by 32,535 patients, of which 24,580 are 
adults (>15 years old at time of admission). 

Inclusion criteria for the dataset used in this work included 
adult patients that were ICU patients for at least 24 hours and 
readmissions back to any ICU of the same medical center 
between 24 and 72 hours. The reason for choosing 24 hours as 
the lower bound for the readmission time window is related to 
how MIMIC II is structured – patients readmitted to the ICU 
less than 24 hours after their discharge are considered to 
belong to the same ICU stay. Patients that died within one year, 
either in hospital or after discharge, were excluded from the not 
readmitted patients cohort, and stays with less than two 
measurements in any of the numerical variables described in 
section III.A, were discarded. 

In total, 12,091 not readmitted and 775 readmitted patients 
were considered. 825 admissions were considered in the latter 

group due to the fact that some patients were readmitted more 
than once. 

III. NUMERICAL MODELING  
Fuzzy modeling is a tool that allows approximation of 

nonlinear systems when there is no previous knowledge of the 
problem to be modeled [26]. “Grey box" and transparent 
models, that allow linguistic interpretation in the form of if-
then rules, which are particularly useful in health care 
scenarios, are obtained using this approach. Takagi-Sugeno 
(TS) fuzzy models [40] have been previously used to develop 
readmissions classifiers and were used in this work as a 
benchmark model for classification based on numerical data. 

A. Data and data preprocessing 
The following variables were used for numerical 

classification among those present in MIMIC II: heart rate 
(beats/min), temperature (ºC), platelets (cells × 103/µL), non-
invasive blood pressure mean (mmHg), oxygen saturation in 
the blood (%), lactic acid (mg/dL) and creatinine (mg/dL). 
These variables were selected based on a previous study where 
feature selection was used to determine the most relevant 
features in predicting readmissions [19].  

Values outside the physiological ranges presented in 
TABLE I. were considered as outliers and deleted. Values were 
normalized between 0 and 1 for modeling purposes, except for 
for NBP mean, where the considered range was 10-
186.7mmHg. 

A meta-analysis has shown that the gradient of risk of 
readmission to ICU is similar regardless of whether severity of 
illness is measured at admission or at discharge [38]. As so, 
and following the expert suggestions, the mean values of each 
physiological variable during the first day of the ICU stay were 
used as the modeling data. Further testing confirmed that 
results were not hindered by this choice.  

B. Fuzzy Modeling 
Takagi-Sugeno (TS) fuzzy models consist of input-output 

rules of the type: 

Ri : If x1 is Ai1 and ... and xn is Ain  
      then yi = ai1x1 +...+ ainxn + bi,  

where i = 1, 2, ..., K is the rule number in the rule base, Ri is the 
ith rule, yi is the output of the ith rule, Ai1,...,A in are the 
antecedent fuzzy sets, ai = [ai1, ..., ain] is a parameter vector, bi 
is a scalar offset and x=[x1, x2, ..., xn]T is the input vector, where 
n is the number of input variables. 

The degree of activation of the ith rule is given by: 

 𝛽! 𝑥 = 𝜇!!" 𝑥
!
!!! , (1) 

where µAij : R→[0,1] is the membership function of the fuzzy 
set Aij in the antecedent of Ri. 

The model output is determined through the weighted 
average of the individual rule outputs. 



The number of rules K and the antecedent fuzzy sets Aij are 
determined using fuzzy c-means clustering [13] in the product 
space of the input and output variables [14], with Aij being 
approximated by Gaussian functions. 

The consequent parameters of yi, namely bi and ai, are 
obtained using a weighted ordinary least-square estimate. The 
threshold t selected to turn the continuous output into a binary 
classification is determined for each model by evaluation of 
the train set. This way, the predicted output is 1 if y ≥ t and 0 
if y < t. 

The ensemble strategy proposed in [7][24], based on the “a 
priori” criterion, was used to develop a numerical predictive 
model. Patients are initially divided in subgroups using fuzzy 
c-means, and then a TS fuzzy model is created for each 
subgroup/cluster separately. Upon evaluation, the cluster 
closer to the patient is the one selected, and the classification 
of the ensemble is given by the classification of the model of 
that cluster. 

IV. TEXT MODELING 
The MIMIC II database includes medical and nurse text 

reports associated to the stays of patients in the ICU. We 
approached the problem of predicting ICU readmissions using 
the text reports via two different classifier alternatives: one 
based on text fuzzy fingerprints, as used previously in 
problems such as Authorship Identification[29], Twitter Topic 
detection [10][11], or textual event detection [22]; and the 
other based on traditional classifiers implemented on the Weka 
library1. However, several issues had to be solved before even 
any classification attempt since the reports have several 
particularities that set them apart from other text sources: 

• The reports are not structured as a typical written text – 
sentences are short, have many abbreviations, a reduced 
number of function words and most of the words are 
specific and relevant within the context; 

• The reports have a large number of medical technical 
terms and specific technical abbreviations; 

• There are many numerical values associated with 
physiological variables readings; 

• Many different ways of expressing/representing the 
same information. E.g., dates (23-06-2014; 6/23/14; 
June, 23 2014, etc.), time (10:14PM; 22:04; 2204, etc.), 
etc.; 

• Text contains a huge number of typographical and other 
word errors; 

• Text contains many other artifacts, such as misplaced 
control characters that break sentences into paragraphs, 
escape sequences, etc; 

• Text anonymization replaced information with ids and 
randomly shifted timestamps. 

                                                             
1http://www.cs.waikato.ac.nz/ml/weka  

The following excerpts show examples of text extracted 
from ICU text reports where it is easy to understand the 
difficulties involved in processing and understanding the 
report, even for a human (note that it is impossible to show all 
the mentioned issues in such small excerpts): 

 “Pt placed on a spont breathing trial @ 13:00, pt resp one 
time within 10 sec -- unfortunatly his SBP droppd from 100 to 
70 rapidly and therefore the trail was d/c'ed.” 

 “Cardiac: BP stable 120-130/60. Pt is on Amiodarone via 
NGT TID. Tolerating this well. HR 80-95 most of the shift. 
Has rare to occ. PVC/APC. Swan numbers done Q6hrs as 
ordered and probably swan will come out today. CVP 7-9, 
PCW 16-20, CO [**6-2**] and SVR 800-900. He remains on 
heparin drip which needed to be decreased to 750u/hr at 11PM 
for PTT 110. Repeat PTT will be sent at 5AM.” 

The presented particularities prevent the effective use of 
common Natural Language Processing (NLP) techniques, and 
hinder the use of those texts as “automatic information 
providers”. As such several steps had to be performed in order 
to clean and pre-process the text reports. 

A. Text Preprocessing 
Text preprocessing involved the following steps: text 

cleaning and extraction, word error correction, medical 
information normalization and medical information 
fuzzification. Most of the steps were performed automatically 
or using semi-supervised methods. 

Text cleaning followed a procedure described in [18] 
involving the use of several regular expressions to normalize 
white spaces, repeated characters, punctuation, etc. Text 
extraction consisted in extracting sentences using a segmenter 
and extracting unigrams using a tokenizer, both recurring to 
components of the Stanford Parser2. 

Word error correction was deemed necessary due to the 
huge amount of errors found in the MIMIC II database. As an 
example of the extent of such typing errors, here is a non-
extensive list of the different misspelled variants of the word 
“abdomen” found in the MIMIC II database: abadomen, 
abdaomen, abndomen, badomen, abdaomen, abdeomen, 
abdcomen, abdemon, abdeom, abdoem, abdmoen, abdemon, 
abdiomen, abdman, abdmen, abdme, abddmen, abbomen, 
abdmn, abdme, abdmonen, abdonem, abdoben, abdodmen, 
abdoemen, abdoem, abdoem, abdomin. Just out of curiosity, 
the incorrect form “abdomin” appears 1968 times in the 
database. An automatic procedure was developed to detect and 
correct typographical and other word errors in the MIMIC II 
text corpus [19]. The procedure uses the Fuzzy Uke Word 
Similarity (FUWS) [16][17], a similarity measure, that unlike 
edit distance and common subsequence metrics, takes in 
consideration linguistically driven misspellings from phonetics 
of the string, or mistakes resulting from the several input 
devices used to create the text. 

Medical information normalization consisted in detecting 
different units and abbreviations and normalizing them 

                                                             
2http://nlp.stanford.edu/software/lex-parser.shtml 



(example, convert all temperature measures from Fahrenheit or 
Kelvin, to Celsius degrees) [18].  

Medical information fuzzification was a novel technique 
[18] that enabled the application of bag-of-words NLP 
techniques to the MIMIC II text corpus. Sparse medical 
numerical information prevents proper classification given the 
number of relevant cases and the large number of possible 
features (bag-of-words techniques rely heavily on word 
counts). For example, in bag-of-words, systolic blood pressure 
(SBP) values of, respectively, 183mmHg, 189mmHg, 
181mmHg, 190mmHg are all considered as different features 
since they are different tokens. If, for classification purposes, 
we group and account all these occurrences as “Very high 
SBP” by fuzzifying this information, then we can extract more 
easily the implicit information regarding what happens when 
SBP is very high. 

With this in mind, a set of fuzzy linguistic terms was 
attributed to each of the variables presented in TABLE I.  We 
used expert opinions in order to distribute the linguistic terms 
“extremely low” (below the minimum value), “low”, 
“medium”, “high” and “extremely high” (over the maximum 
value) over the universe of discourse indicated in the table. As 
an example, Fig. 1 shows the linguistic terms attributed to 
Temperature. All numerical information concerning those 
variables within the MIMIC II database was then fuzzified 
accordingly. Since we are dealing with ICU patients, 
sometimes the values are out of the regular ranges, so we kept 
those entries in both extremely low and high ranges (as long as 
they are not too far from the minimum and maximum values 
for the range). 

B. Fuzzy Fingerprint Classifier 
Fingerprint identification is a well-known and widely 

documented technique in forensic sciences. In computer 
sciences a fingerprint is a procedure that maps an arbitrarily 
large data item (such as a computer file, or author set of texts) 
to a much compact information block, its fingerprint, that 
uniquely identifies the original data for all practical purposes, 
just as human fingerprints uniquely identify people for 
practical purposes. Fingerprints are a fast and compact way to 
identify items. 

For text classification purposes, we consider a set of texts 
associated with a given class to build the class fingerprint. 
Each word in each text represents a distinctive event in the 
process of building the class fingerprint. Distinct word 
frequencies are used as a proxy for the class associated with a 
specific text. The set of the fuzzy fingerprints of all classes is 
known as the fingerprint library. 

In the case of the ICU medical reports, we use a dual 
fingerprint system based on unigram (word) occurrence on the 
texts composing our training set: one fingerprint represents the 
patients that were readmitted and another the ones that were 
not readmitted. 

The full set of known texts (i.e. the properly classified texts 
that compose the training set) is processed to compute the top-k 
words list for each class (readmitted/non-readmitted): consider 
Fj as the set of all words for all texts belonging to class j; the 
processing result consists of an ordered k-sized list containing 

the most frequent distinct words, i.e., a list of k tuples {vi, ni} 
where vi is the i-th most frequent word and ni the corresponding 
word; words present on the English NLTK3 stop words corpus 
are discarded. For extensive databases the top-k list can be 
approximated without any significant loss in accuracy in order 
to improve performance [31][30]. 

Each top-k list is then fuzzified in order to obtain the class 
fingerprint. We assign a membership value to each word in the 
set based only on the order in the list. The reason for using the 
order instead of the frequency results from empirical 
experiments that show that the order of the frequency seems 
more relevant than the frequency actual value [32][39]. The 
choice  

TABLE I.  LIST OF VARIABLES FUZZIFIED IN MIMIC II TEXT 
REPORTS AND RESPECTIVE RANGE. 

Variable Min Max units 
Respiratory rate 0 250 breaths/min 
Heart rate 0 250 beats/min 
Temperature 25 42 Celsius 
White blood cell count 400 50K ×10!cells/𝜇L 

Blood urea nitrogen 4 500 mg/dL 
Creatinine 0.1 9 mg/dL 
Systolic blood pressure 90 180 mmHg 
Diastolic blood pressure 60 110 mmHg	
Mean blood pressure 70 110 mmHg	
Oxygen saturation 60 100 %	
Lactic acid 0 10 mg/dL	
Platelets 3K 1M cells/L	
Red blood cell count 2K 8K ×106cells/𝜇L	
Hematocrit 19 60 %	
Sodium 120 160 mEq/L	
Potassium 2.2 8 mEq/L	
Calcium 4.8 12 mg/dL	
Magnesium 0 10 mg/dL	
Albumin 0.5 18 mg/dL	
Arterial pH 6.8 7.8 	
Urine out foley 0 1K 	
Mechanical ventilation -- -- Yes/No	
Weight 20 200 Kilograms	

 

of the fuzzifying function is critical, and for this work we used 
the following three functions (Fig. 2): 

• erfc –gives preference to the words that occur more 
often; 

• Pareto –same as erfc but highlights even more the 
words with higher occurrence; 

                                                             
3 http://www.nltk.org/ 



• Pyramid –gives preference to words closer to the 
average occurrence for the used k value. 

Erfc and Pareto functions were previously successfully 
used in multiclass classification problems, and give preference 
to the words that occur more often in a given class. Here we 
are dealing with a dual class problem (a patient is either 
readmitted or not), hence we decided to develop to a new 
function specifically tailored for dual class problems. The 
pyramid function was chosen since we noticed that the initial 
part of both readmitted and non-readmitted fingerprints usually 
contain many common non-medical related words, and as such 
there is not as much discrimination as intended. 

The resulting fingerprint, Φ, which is based on the top-k 
list, consists on a size-k fuzzy vector where each position i 
contains an element vi and a membership value µi representing 
the fuzzified value of vi’s rank (the membership of the rank).  

  
Fig. 1. Membership functions for variable Body Temperature 

A class j is represented by its fingerprint Φj = Φ(Fj). 
Formally, fingerprint Φj  = {( vji ,µji)|i = 1..kj},  has length kj, 
with Sj = {vji |i = 1..kj} representing the set of v’s in Φj. The set 
of all class fingerprints constitutes the fingerprint library. 

In order to find the class of an unknown patient T, we start 
by computing the size-k fingerprint of T, which we refer as ΦT. 
Then we compare ΦT with the fingerprints Φj of both classes 
present in the fingerprint library. The patient is classified as j if 
his fingerprint is more similar to Φj than to the other class. 
Fingerprint comparison, sim(ΦT, Φj), is calculated using (4): 

 𝑠𝑖𝑚 𝛷! ,𝛷! = min( 𝜇! 𝛷! , 𝜇! 𝛷! )!∈(!!∪!!) , (4) 

where ΦT is the fingerprint of the patient to be classified, Φj the 
class fingerprint,  and µv(Φx) is the membership value 
associated with the rank of element v in fingerprint x. This 
function is based on the fuzzy AND. In this case we use the 
minimum or Gōdel t-norm in accordance with [29], but other t-
norms could also be used. 

Due to the fuzzy fingerprints mechanic, the unbalanced 
dataset does not create a bias towards a specific class, and 
compared to the Weka classifiers presented on next section, the 
classification of a new patient is a lot faster, since new patients 
can be added incrementally and there is no need to retrain a 
model [32].  

C. Weka Classifier 
The second approach to the creation of the patient reports 

classifier was the use of several algorithms provided by the 
Weka java library. The dataset was composed of all unigrams 
present on the patient reports, consisting on 231,852 
features/attributes. Since not all unigrams are present on every 
report we used Weka’s SparseInstance to represent more 
efficiently the test set data. 

Many Weka algorithms were tested, but several either used 
too much memory or took too much time to run due to the very 
high number of features/attributes. The following algorithms 
were chosen for testing since all were able to complete a 10-
fold cross validation: Decision Stump, IBK, MNB 
(Multinomial Naive Bayes) [5], One R, Random Forest, 
SVM/SMO (Support Vector Machines using Sequential 
Minimal optimization) [15][21]. All algorithms were fully 
tested and optimized, but as explained below, only MNB and 
SVM/SMO produced acceptable results. 

 
Fig. 2. Fuzzifying functions: erfc (green), Pareto (blue), Pyramid (red) 

V. EVALUATION AND RESULTS 

A. Model Assessment 
Cross validation is used to assess the validity and 

robustness of the models since it avoids bias possibly 
introduced by selection of a specific training and test set. Cross 
validation was performed by using 90% of the set as the 
training set, and the remaining 10% as the test set (10-fold 
cross validation). Results were averaged over the rounds.  

The performance of the models is evaluated using the most 
relevant and widely used statistical measures when addressing 
unbalanced datasets, as usual in medical problems: Accuracy 
(ACC); Specificity or True Negative Rate (TNR); Sensitivity 
or True Positive Rate (TPR); and Area Under the ROC Curve 
(AUC). 

B. Optimization and Results 
TABLE II.  shows the obtained results with the different 

successfully tested classifiers. 

In what concerns the numerical classifier, the optimal threshold 
t, selected to turn the continuous output into a binary 
classification, was found by balancing sensitivity and 
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specificity. In each round of the cross validation, a grid search 
was performed in order to select the number of clusters c that 
maximize the AUC, such that K = 2, 3, ..., 10 and m = 1.2, 1.3, 
…,2. The AUC was integrated over a range of thresholds t = 0, 
0.01, ..., 1. The optimal threshold is found by balancing 
sensitivity and specificity. We repeated this procedure for 
different number of clusters in the ensemble and found that the 
best results were obtained when using 4 models. The obtained 
results are in line with previous ICU readmission classification 
approaches using numerical physiological data. It should be 
noted that the previous studies also used MIMIC II, but the 
dataset was not exactly the same due to varying criteria in the 
choice of what patients are supposed to be considered 
readmitted. 

 

TABLE II.  CLASSIFIER RESULTS USING 10-FOLD CROSS 
VALIDATION. 

Classifier ACC TNR TPR AUC 

Fuzzy 
Modeling 
Numerical 

Data 

0.69 0.64 0.63 0.64 

FFP, 
Pyramid, 

2000 
0.85 0.87 0.56 0.78 

FFP,  
erfc, 
4500 

0.84 0.85 0.60 0.79 

FFP, 
Pareto, 

2500 
0.84 0.86 0.58 0.80 

FFP, 
Pyramid, 

6000 
0.42 0.40 0.71 0.76 

FFP, 
erfc, 

10500 
0.83 0.84 0.61 0.78 

FFP, 
Pareto, 

500 
0.80 0.81 0.60 0.80 

Naive 
Bayes 0.82 0.83 0.67 0.76 

SVM/SMO 0.94 0.98 0.32 0.66 

 

In order to optimize the fuzzy fingerprints classifier, only 
two parameters are relevant: the fingerprint size, k, and the 
fuzzifying function. We tested the classifier for k values 
between 250 and 20,000 words for each of the presented 
fuzzifying functions. Due to the dual architecture of the 
developed classifier, it was possible to tailor the parameters to 

either maximize the True Positive Rate, or the True Negative 
Rate. The second and third sections of TABLE II. show the 
best results for each fuzzifying function when maximizing the 
former and the latter. The ROC curves were generated using 
Roc4 software. 

The results obtained using Weka were highly variable since 
certain classifiers perform very poorly due to the very 
unbalanced dataset. Such classifiers prefer to mark nearly all 
instances as not readmitted in order to achieve better results. 
Overall, the best performing Weka algorithms were Naïve 
Bayes and SVM/SMO, whose results also improved those 
obtained using the numerical data classifier. 

Overall, the obtained results are surprising since they show 
a significant performance improvement in all measures when 
using the textual reports data instead of the measured 
physiological numerical data. This is certainly unusual, but 
proves the hypothesis concerning the existence of very relevant 
expert knowledge within those reports. The most accurate 
classifier and the one with the highest sensitivity (TPR) is the 
text based SVM/SMO. However these values are achieved 
with a very low specificity (TNR), which in turn results in the 
lowest AUC among the successfully tested text based 
classifiers. The best AUC (0.8) is obtained with two versions 
of the Fuzzy Fingerprint Classifier using the Pareto inspired 
membership function.  

The best Fuzzy Fingerprint classifiers are very balanced in 
the sense that they achieve very good values of accuracy and 
specificity (around 0.85), while keeping acceptable levels of 
sensitivity (close to 0.6). This results in very good AUC values, 
well above any other published results using numerical models. 

VI. CONCLUSIONS AND FUTURE WORK 
In this paper, we approached the problem of improving the 

detection of patients that are likely to be readmitted to an ICU 
by taking advantage of bedside medical text annotations 
associated to each patient. 

We created and adapted several text classifiers, including   
balanced classifiers such as fuzzy fingerprint erfc 4500 and 
10500, and others that give preference to identification of 
readmitted patients such as Naive Bayes or fuzzy fingerprint 
pyramid 6000. The obtained results are very encouraging and 
show an improved performance over previous classification 
attempts based on numerical physiological data. 

The fuzzy fingerprint classifiers present an additional 
advantage: without any performance optimization, the entire 
dataset is analyzed in a few seconds, while the Weka classifiers 
can take a few minutes to process the data set. And it can easily 
be almost twice as faster by distributing the computation over 2 
processors, as in practice the classifier is composed by two 
sub-classifiers, one that compares the new patient with the 
readmitted patients fingerprint and the other with the not 
readmitted patients. 

Fuzzy fingerprint classifier performance could be improved 
in the future by exploring the usage of bigrams. This would 
explore the fact that often a small change on words order in a 
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sentence may alter its meaning [35]. This approach would have 
a strong negative impact on the Weka classifiers (time and 
memory wise) as it would add several new attributes, but 
would have nearly no impact in the fuzzy fingerprint based 
approach. 

In the case of the Weka classifiers, the use of meta 
classifiers could improve the results by giving different scores 
to the correct classification of the readmitted class (with fewer 
instances) than the not readmitted class. This bonus would be 
proportional to the size of each class, so that getting a 
readmitted patient correct would be worth more than a not 
readmitted one, but getting all instances of a class correct 
would have the same final score of getting all the other class 
instances correct, without restricting the training set even 
further. 

Further future work includes experimenting with the fusion 
of both textual and numerical models in order to increase the 
accuracy of the individual parts, since each model provides 
complementary information about the same problem. 
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